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## The Radon transform

$$
\mathcal{R u}(\theta, s)=\int_{\theta^{\perp}} u(y+s \theta) d y
$$



## The Radon transform ${ }^{1}$

- Domain: $\mathcal{B}_{1}=\mathrm{B}(0,1) \subseteq \mathbb{R}^{2}$
${ }^{1}$ Natterer, The Mathematics of Computerized Tomography, 2001 Quinto, An Introduction to X-ray tomography and Radon Transforms, 2006
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- Ill-posedness/inversion:

$$
\|\mathcal{R u}\|_{\mathrm{L}^{2}} \asymp\|\mathfrak{u}\|_{\mathrm{H}^{-\frac{1}{2}}}
$$
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- Data:

$$
\left(\mathcal{R u} u^{\dagger}\left(\theta_{1}, \cdot\right), \ldots, \mathcal{R} u^{\dagger}\left(\theta_{\mathfrak{m}}, \cdot\right)\right), \quad \theta_{1}, \ldots, \theta_{\mathrm{m}} \stackrel{\text { i.i.d. }}{\sim} v \text { uniform on } \mathbb{S}^{1}
$$

- Unknown:

$$
u^{\dagger} \in \mathrm{L}^{2}\left(\mathcal{B}_{1}\right)
$$

- Subsampled measurements $\Longrightarrow$ need a-priori information on $u^{\dagger}$
- Natural assumption: $u^{\dagger}$ is sparse
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## Compressed sensing ${ }^{2}$

## Setup:

- Unknown signal: $u^{\dagger} \in \mathbb{R}^{M}$
- Forward map: $A: \mathbb{R}^{M} \rightarrow \mathbb{R}^{m}$ linear
- $(A u)_{l}=\left\langle u, \psi_{\imath}\right\rangle, l=1, \ldots, m$
- the number of measurements is $m \leqslant M$
- example: $A=$ subsampled Fourier transform, $\psi_{\imath}=$ trigonometric polynomials (MRI)

Problem: given $y:=A u^{\dagger}$, retrieve the signal $u^{\dagger}$
Issue: impossible when $m \ll M$
Solution: consider only sparse $u^{\dagger}$, and retrieve $u^{\dagger}$ in a nonlinear fashion
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- $\left\{\phi_{n}\right\}_{n=1}^{M}$ : orthonormal basis of $\mathbb{R}^{M}$
- $\Phi: \mathbb{R}^{\mathcal{M}} \rightarrow \mathbb{R}^{\mathcal{M}},(\Phi u)_{n}:=\left\langle u, \phi_{n}\right\rangle$ : analysis operator
- If $\|\Phi u\|_{0}:=\#\left\{n \in \mathbb{N}:(\Phi u)_{n} \neq 0\right\}$, then

$$
\Sigma_{s}:=\left\{u \in \mathbb{R}^{M}:\|\Phi u\|_{0} \leqslant s\right\} \text { is called the set of } s \text {-sparse signals }
$$

- In practice, compressibility:

$$
u=v+\text { small }, \quad v \in \Sigma_{s} .
$$

## Real-world signals are compressible



Figure: Left: original image - Right: image obtained (roughly) by keeping only the $1 \%$ largest coefficients with respect to a discrete wavelet basis (JPEG-2000 compression standard)
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- $(A u)_{l}=\left\langle u, \psi_{\imath}\right\rangle$
- $u$ is sparse with respect to $\left\{\Phi_{n}\right\}$

In general, sparsity alone is not enough:


Coherence:

$$
B:=\max _{n, l}\left|\left\langle\Phi_{n}, \psi_{\imath}\right\rangle\right|, \quad \text { ideally: } B=\frac{1}{\sqrt{M}}
$$
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## Recovery estimate ${ }^{3}$

- $\mathrm{u}^{\dagger} \in \mathbb{R}^{\mathrm{M}}$ : unknown signal
- $u^{\dagger}$ is s -sparse w.r.t. $\left\{\Phi_{\mathrm{n}}\right\}_{n}$
- $(\mathrm{Au})_{\mathrm{l}}=\left\langle\mathrm{u}, \psi_{\imath}\right\rangle, \mathrm{l}=1, \ldots, \mathrm{~m}$ : subsampled isometry (e.g.: Fourier $\Longrightarrow$ MRI)
- measurements: $y=A u^{\dagger}$
- minimization problem

$$
\mathfrak{u}_{*} \in \underset{u \in \mathbb{R}^{M}}{\arg \min }\left\{\|\Phi u\|_{1}: A u=y\right\}
$$

Theorem
If

$$
m \gtrsim B^{2} M s \cdot \log \text { factors } \quad \text { (Fourier: } m \gtrsim s \text { ) }
$$

then, with high probability,

$$
u^{\dagger}=u_{*}
$$

## Outline
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## Back to the sparse Radon transform

$$
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## Future

- Fan-beam geometry
- Wavelets $\rightarrow$ shearlets, curvelets, etc.
- Generalisation to other ill-posed problems
- Nonlinear problems
- Compressed sensing with generative models
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