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#### Abstract

We consider linear problems in the worst case setting. That is, given a linear operator and a pool of admissible linear measurements, we want to approximate the values of the operator uniformly on a convex and balanced set by means of algorithms that use at most $n$ such measurements. It is known that, in general, linear algorithms do not yield an optimal approximation. However, as we show in this paper, an optimal approximation can always be obtained with a homogeneous algorithm. This is of interest to us for two reasons. First, the homogeneity allows us to extend any error bound on the unit ball to the full input space. Second, homogeneous algorithms are better suited to tackle problems on cones, a scenario that is far less understood than the classical situation of balls. We illustrate our results by several examples.


## 1 Introduction

We consider problems given by a solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ between normed spaces $\mathcal{F}$ and $\mathcal{G}$ over $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$, a class $\Lambda \subseteq \mathbb{K}^{\mathcal{F}}$ of admissible measurements, and a class $F \subset \mathcal{F}$ of inputs. We want to approximate the solution $S(f)$ for some unknown $f \in F$ based on the outcome of a finite number $n$ of measurements $L_{1}(f), \ldots, L_{n}(f)$. The measurements $L_{1}, \ldots, L_{n}$ shall be contained in the class $\Lambda$ and may be chosen adaptively, i.e., the choice of $L_{i} \in \Lambda$ may depend on the already computed $\left.L_{1}(f), \ldots, L_{i-1}(f)\right]^{1}$ This results in an information mapping of the form

$$
\begin{equation*}
N: \mathcal{F} \rightarrow \mathbb{K}^{n}, \quad N(f)=\left(L_{1}(f), \ldots, L_{n}(f)\right) . \tag{1}
\end{equation*}
$$

We consider algorithms of the form

$$
\begin{equation*}
A_{n}: \mathcal{F} \rightarrow \mathcal{G}, \quad A_{n}(f)=\varphi(N(f)), \tag{2}
\end{equation*}
$$

where $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$ is an arbitrary mapping and often called the recovery map. If the $L_{i}$ are not chosen adaptively, i.e., $L_{1}, \ldots, L_{n} \in \Lambda$ are the same for all $f \in \mathcal{F}$, then the algorithm $A_{n}$ is called non-adaptive. The error of an algorithm $A_{n}$ is measured in the norm of $\mathcal{G}$ and in the worst case over the given input class $F \subset \mathcal{F}$, that is,

$$
\begin{equation*}
\operatorname{err}\left(A_{n}\right)=\operatorname{err}\left(A_{n}, S, F\right):=\sup _{f \in F}\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}} . \tag{3}
\end{equation*}
$$

A problem of this form is called a linear problem if the following conditions hold.
(1) The input class $F$ is non-empty, convex (i.e., $\lambda f+(1-\lambda) g \in \mathcal{C}$ for all $f, g \in \mathcal{C}$ and $\lambda \in(0,1)$ ), and balanced (i.e., $\lambda f \in \mathcal{C}$ for all $f \in \mathcal{C}$ and $\lambda \in \mathbb{K}$ with $|\lambda| \leq 1$ ),

[^0](2) the solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ is linear,
(3) the class $\Lambda$ of admissible measurements contains only linear functionals.

Typical examples of linear problems are approximation problems, where we have $S(f)=f$, and integration problems, where $\mathcal{F}$ is some class of integrable functions and $S(f)$ is the integral of $f$. Examples for the class $\Lambda$ of admissible measurements are the class $\Lambda^{\text {all }}:=\mathcal{F}^{\prime}$ of all continuous linear functionals (linear information) or the class $\Lambda^{\text {std }}$ of all function evaluations (standard information) if $\mathcal{F}$ is a function space. The input class $F$ often equals the unit ball of the space $\mathcal{F}$ but the model also allows for so-called approximation sets of the form

$$
F=\left\{f \in \mathcal{F} \mid \operatorname{dist}_{\mathcal{F}}(f, \mathcal{V}) \leq \delta\right\}
$$

where $\mathcal{V}$ is a (typically finite-dimensional) subspace of $\mathcal{F}$ and $\delta>0$. We refer to [31, Section $4.2]$ and the references therein for further details on the model of linear problems.
The class of all algorithms of the form (2), which we denote by $\mathcal{A}_{n}$, is quite huge and contains very complicated and impractical mappings, so it is natural to ask whether an (almost) optimal error bound can already be achieved with simpler algorithms, obeying a special structure. One class of particularly simple algorithms are linear algorithms. It is a classical result in Information-Based Complexity that linear algorithms are optimal for linear problems in the case that $\mathcal{G}=\mathbb{K}$, that is, if the solution operator $S$ is a linear functional. Then we have

$$
\begin{equation*}
\inf _{A_{n} \in \mathcal{A}_{n}^{\mathrm{lin}}} \operatorname{err}\left(A_{n}\right)=\inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right), \tag{4}
\end{equation*}
$$

where $\mathcal{A}_{n}^{\text {lin }}$ denotes the class of all linear algorithms of the form (2). This result goes back to Smolyak [37] and Bakhvalov [1] see also [8, 10, 34] for similar results in the presence of noise. Other instances where linear algorithms are optimal for linear problems are when $\mathcal{F}$ is a preHilbert space or when $\mathcal{G}$ is a space of bounded functions with the sup-norm, see Mathé [28] and Creutzig and Wojtaszczyk [4. On the other hand, linear algorithms are not optimal for all linear problems. An example where (4) does not hold goes back to Kashin, Garnaev, and Gluskin [15, 22] and is important in the area of compressive sensing. It is given by the approximation problem

$$
S: \ell_{1}^{m} \rightarrow \ell_{2}^{m}, \quad S(f)=f,
$$

on the unit ball $F$ of $\ell_{1}^{m}$ with $\Lambda=\Lambda^{\text {all }}$. Here, non-linear algorithms are much better than linear algorithms if the dimension $m$ is large compared to the number $n$ of measurements. Indeed, it can be shown that, in this case, the left-hand side of (4) equals $\sqrt{(m-n) / m}$ for all $n<m$, while the right-hand side is of order $\sqrt{\log (m / n) / n}$. See, e.g., [33, VI Theorem 2.7] and [11, Theorem 1.1]. Furthermore, there are even linear problems for which every linear algorithm has an infinite error, but for which a nonlinear algorithm with finite error exists, see 40].

In this paper, we consider the larger class of homogeneous algorithms. These are algorithms with the property that $A_{n}(\lambda f)=\lambda A_{n}(f)$ for all $f \in \mathcal{F}$ and all $\lambda \in \mathbb{K}$. If the same property holds for all real $\lambda \geq 0$, we call an algorithm positively homogeneous. When linear algorithms are bad, one may hope that at least the homogeneity is reconcilable with a small error, and in fact, this is known to be the case for various examples (see Remark 7). Here, we show that homogeneous algorithms are optimal for all linear problems up to a factor of at most two.

Theorem 1. Let $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$ be a linear problem and let $\mathcal{G}$ be complete. For $n \in \mathbb{N}$, we let $\mathcal{A}_{n}^{*}$ denote the class of all homogeneous and non-adaptive algorithms of the form (2), and, as above, let $\mathcal{A}_{n}$ denote the more general class of all algorithms of the form (2). Then

$$
\begin{equation*}
\inf _{A_{n} \in \mathcal{A}_{n}^{*}} \operatorname{err}\left(A_{n}\right) \leq 2 \inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right) . \tag{5}
\end{equation*}
$$

Remark 1. The infimum on the right-hand side of (5) is referred to as the nth minimal error (with respect to all admissible algorithms, where the class of admissible algorithms depends on the precise problem specifications).

Remark 2. In fact, we are going to show that homogeneous recovery maps are optimal for every fixed non-adaptive information mapping $N$, see Proposition 1. Theorem 1 is then implied by the known optimality of non-adaptive information mappings, see [14, 38]; we also refer to [30] for a discussion of the power of adaption.
Remark 3. Assuming additional structure, there is a result by Bartle and Graves 2 which implies the existence of a positively homogeneous and continuous approximate spline mapping for every continuous and linear information mapping $N$, see [9, Theorem 3.3]. The notion of approximate splines is explained in Remark 5. Using this result, it is easy to obtain a (less general) version of Theorem 1. Here, we take a more general approach, which is also easier since we disregard continuity.

There are two reasons why we are interested in results of this type. First, in the prominent case that $F$ is the unit ball of $\mathcal{F}$, it is easily seen that any (positively) homogeneous algorithm $A_{n}$ satisfies

$$
\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}} \leq \operatorname{err}\left(A_{n}\right) \cdot\|f\|_{\mathcal{F}} \quad \text { for all } f \in \mathcal{F}
$$

In this sense, a homogeneous algorithm with small error is not only good on the unit ball of $\mathcal{F}$ but instead on the full space. This is usually not the case for non-homogeneous algorithms. In particular, as stated in Corollary 1, the $n$th minimal error and the complexity of a linear problem do not change (up to a factor of two) if we switch from the error criterion $\operatorname{err}\left(A_{n}\right)$ in (3) to the error criterion

$$
\widetilde{\operatorname{err}}\left(A_{n}\right):=\sup _{f \in \mathcal{F} \backslash\{0\}} \frac{\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}}}{\|f\|_{\mathcal{F}}} .
$$

Second, homogeneous algorithms are better suited for problems that are defined on cones as considered, e.g., in [6, 25]. By a cone we generally understand any subset $\mathcal{C}$ of a $\mathbb{K}$-vector space $\mathcal{F}$ which satisfies that $\lambda f \in \mathcal{C}$ for all $f \in \mathcal{C}$ and $\lambda>0$. Problems on cones are usually not solvable with algorithms that use a fixed number of measurements, see Proposition 2. In other words, they are not uniformly solvable. However, they are often solvable with algorithms that use an adaptive number of measurements, see [6, 25]. In other words, they are weakly solvable. In Theorem 2, we provide a statement on the solvability of such problems on a certain family of cones, and this insight is based on the optimality of homogeneous algorithms for linear problems.

Theorem 2. Let $\left(S, B_{\mathcal{F}}, \Lambda\right)$ and $\left(T, B_{\mathcal{F}}, \Lambda\right)$ be uniformly solvable linear problems, where $B_{\mathcal{F}}$ is the unit ball of $\mathcal{F}$, and let $t>0$. Then the problem $\left(S, \mathcal{C}_{t}, \Lambda\right)$ is weakly solvable, where

$$
\mathcal{C}_{t}:=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq t\|T f\|_{\mathcal{H}}\right\} .
$$

More precisely, we have the cost bound (15).
We refer to Section 4 for the precise definitions of the solvability notions and the explicit cost bound (15). To illustrate Theorem 2 with an example, which is discussed among other examples in Section 4, consider the approximation problem $S: W_{2}^{1}([0,1]) \rightarrow L_{2}(0,1)$ with standard information on the input set

$$
\mathcal{C}_{t}:=\left\{f \in W_{2}^{1}([0,1]):\left\|f^{\prime}\right\|_{2} \leq t\|f\|_{2}\right\} .
$$

Here, there is no algorithm $A_{n} \in \mathcal{A}_{n}$ that uses a fixed number $n$ of function values and has a finite error $\operatorname{err}\left(A_{n}\right)<\infty$. But a prescribed error $\varepsilon>0$ can still be guaranteed with a varying
finite number of function evaluations. The algorithm, which does not require knowledge of $\|f\|_{2}$, needs at most $\mathcal{O}\left(t \varepsilon^{-1}\|f\|_{2}\right)$ function values to find an $\varepsilon$-approximation of any $f \in \mathcal{C}_{t}$.

Remark 4. We mentioned above that linear algorithms are, in general, not optimal for linear problems, but they are optimal if the target space $\mathcal{G}$ is the space $B(X)$ of bounded functions on a compact Hausdorff space $X$ (see [4). It is shown in [32 that for any normed space $\mathcal{G}$ there exists a compact Hausdorff space $X$ and a subspace $\mathcal{G}^{\prime}$ of $B(X)$ such that $\mathcal{G}$ and $\mathcal{G}^{\prime}$ are isometrically isomorphic. Thus, any linear problem $S: \mathcal{F} \rightarrow \mathcal{G}$ may be interpreted as a linear problem $S^{\prime}: \mathcal{F} \rightarrow \mathcal{G}^{\prime}$, which implies that the $n$th minimal error can be achieved with a linear algorithm $A_{n}^{\prime}: \mathcal{F} \rightarrow B(X)$. Thus, in a certain sense, linear algorithms are always optimal for linear problems if we sufficiently blow up the target space. However, since $A_{n}^{\prime}$ maps to $B(X)$ and not to the subspace $\mathcal{G}^{\prime}$, there is in general no meaningful interpretation of the approximation $A_{n}^{\prime}(f)$ in terms of the original space of solutions $\mathcal{G}$.

Notation. In the following, depending on the situation, we might sometimes write $S f$ instead of $S(f), N f$ instead of $N(f)$, and similarly for other mappings, when it eases readability. Furthermore, we will use the notion of (positively) homogeneous mappings also for mappings between subsets of $\mathbb{K}$-vector spaces.

## 2 Homogeneous algorithms and linear problems

The following proposition is at the heart of our findings. It is a statement on homogeneous solution operators $S: \mathcal{F} \rightarrow \mathcal{G}$ and homogeneous information mappings $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$. In short, it implies that there always exists a homogeneous recovery map $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$ such that the corresponding algorithm $A_{n}=\varphi \circ N$ is optimal up to a factor of at most 2 .
For a precise statement, we introduce the diameter of an (information) mapping $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$,

$$
\operatorname{diam}(N)=\operatorname{diam}(N, S, F):=\sup \left\{\|S f-S g\|_{\mathcal{G}}: f, g \in F, N f=N g\right\}
$$

which measures the maximal uncertainty in the solution under the a priori knowledge $f \in F$ if the information about $f$ is given by $N$. The diameter of information relates to the minimal error that can be achieved with this information by

$$
\begin{equation*}
\inf _{\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}} \operatorname{err}(\varphi \circ N) \leq \operatorname{diam}(N) \leq 2 \inf _{\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}} \operatorname{err}(\varphi \circ N) . \tag{6}
\end{equation*}
$$

The infimum appearing in (6) is commonly referred to as the radius of information and denoted by $\operatorname{rad}(N)$. We refer to [31, Chapter 4] for a proof of (6) and for background on these concepts.
Proposition 1. Let $F$ be a balanced, convex and non-empty subset of a $\mathbb{K}$-vector space $\mathcal{F}$, let $\mathcal{G}$ be a complete normed space, and let $S: \mathcal{F} \rightarrow \mathcal{G}$ be positively homogeneous. Then, for every positively homogeneous mapping $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$ and any $\delta>0$, there is a positively homogeneous mapping $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$ such that

$$
\begin{equation*}
\operatorname{err}(\varphi \circ N) \leq(1+\delta) \operatorname{diam}(N) \tag{7}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\operatorname{err}(\varphi \circ N) \leq(2+2 \delta) \inf _{\psi: \mathbb{K}^{n} \rightarrow \mathcal{G}} \operatorname{err}(\psi \circ N) . \tag{8}
\end{equation*}
$$

Moreover, if $S$ and $N$ are homogeneous, we can also choose $\varphi$ to be homogeneous.
Remark 5. The main step in the proof will be to define a (positively) homogeneous approximate spline mapping. Here, a mapping $s: N(\mathcal{F}) \rightarrow \mathcal{F}$ is called an approximate spline, if it satisfies

- $N(s(y))=y$ for all $y \in N(\mathcal{F})$ and
- $\|s(N f)\|_{F} \leq(1+\delta)\|f\|_{F}$ for all $f \in \mathcal{F}$,
where $\delta>0$ is a given parameter and $\|\cdot\|_{F}$ is the Minkowski semi-norm induced by $F$, see (9). It is called an exact spline in the case $\delta=0$. Exact splines are studied in [38, Chapter 4], for example. In certain situations, see [9, Theorem 3.4], there exists a unique exact spline, and then the spline is necessarily (positively) homogeneous. But in general, an exact spline does not exist. Here, we show that there always exists a (positively) homogeneous approximate spline. The desired recovery map is then given by $\varphi=S \circ s$.
The existence of a positively homogeneous approximate spline was already noted in [9, Theorem 3.3], a result that is attributed to Bartle and Graves [2]. This result makes extra assumptions on $\mathcal{F}, N$ and $F$ (e.g., that $N$ is linear and continuous and that $\|\cdot\|_{F}$ is a norm), but in return the approximate spline is also continuous.

Proof. We first observe that the positively homogeneous case implies the homogeneous case. Indeed, by the first part of the statement, we can find a positively homogeneous mapping $\widetilde{\varphi}$ with the desired error bound (7). We let $M$ be the set of vectors in $\mathbb{K}^{n}$ which are either zero or whose first non-zero coordinate is real and positive. Then each $y \in \mathbb{K}^{n} \backslash\{0\}$ can be uniquely expressed as $y=\lambda(y) \cdot y_{+}$with some $y_{+} \in M$ and some $\lambda(y) \in \mathbb{K}$ with $|\lambda(y)|=1$. We replace the mapping $\widetilde{\varphi}$ by the mapping $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$ with $\varphi(y):=\lambda(y) \cdot \widetilde{\varphi}\left(y_{+}\right)$. It is easily verified that the new mapping $\varphi$ is homogeneous and that the error bound (7) is preserved under this replacement whenever $S$ and $N$ are homogeneous.
Moreover, Equation (8) follows from Equation (7) via (6). Thus our task is to prove the first statement on the existence of a positively homogeneous mapping $\varphi$ that satisfies (7).
For this, we first note that $\operatorname{span}(F)=\{\lambda f: f \in F, \lambda \geq 0\}$. Without loss of generality, we assume that $\mathcal{F}=\operatorname{span}(F)$ since the quantities $\operatorname{err}(\varphi \circ N)$ and $\operatorname{diam}(N)$ depend on $F$ but not $\mathcal{F}$. Note furthermore that the result is trivially correct if $\operatorname{diam}(N)=\infty$. Hence, we may assume for the rest of the proof that $\operatorname{diam}(N)<\infty$.
We define a semi-norm on $\mathcal{F}$ by the Minkowski functional

$$
\begin{equation*}
\|f\|_{F}:=\inf \{r>0: f / r \in F\} \tag{9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\{f \in \mathcal{F}:\|f\|_{F}<1\right\} \subset F \subset\left\{f \in \mathcal{F}:\|f\|_{F} \leq 1\right\} . \tag{10}
\end{equation*}
$$

Moreover, we define

$$
K: N(\mathcal{F}) \rightarrow[0, \infty), \quad K(y):=\inf _{f \in N^{-1}(y)}\|f\|_{F} .
$$

This mapping is positively homogeneous; we have $K(\lambda y)=\lambda K(y)$ for $y \in \mathbb{K}^{n}$ and $\lambda \geq 0$.
We now define a mapping $\varphi: N(\mathcal{F}) \rightarrow \mathcal{G}$. For this, we split $\mathcal{F}$ into the two disjoint cones

$$
\mathcal{F}_{0}:=\{f \in \mathcal{F}: K(N f)=0\} \quad \text { and } \quad \mathcal{F}_{+}:=\{f \in \mathcal{F}: K(N f)>0\}
$$

and thereby also split $N(\mathcal{F})$ into the two disjoint cones

$$
N\left(\mathcal{F}_{0}\right)=\{y \in N(\mathcal{F}): K(y)=0\} \quad \text { and } \quad N\left(\mathcal{F}_{+}\right)=\{y \in N(\mathcal{F}): K(y)>0\} .
$$

We will define two positively homogeneous mappings $\varphi_{0}: N\left(\mathcal{F}_{0}\right) \rightarrow \mathcal{G}$ and $\varphi_{+}: N\left(\mathcal{F}_{+}\right) \rightarrow \mathcal{G}$ such that

$$
\begin{equation*}
\left\|S f-\varphi_{0}(N f)\right\|_{\mathcal{G}} \leq \operatorname{diam}(N) \quad \text { for all } f \in F \cap \mathcal{F}_{0} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|S f-\varphi_{+}(N f)\right\|_{\mathcal{G}} \leq(1+\delta) \operatorname{diam}(N) \quad \text { for all } f \in F \cap \mathcal{F}_{+} . \tag{12}
\end{equation*}
$$

Then the mapping

$$
\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}, \quad \varphi(y)= \begin{cases}\varphi_{0}(y) & \text { if } y \in N\left(\mathcal{F}_{0}\right), \\ \varphi_{+}(y) & \text { if } y \in N\left(\mathcal{F}_{+}\right), \\ 0 & \text { if } y \notin N(\mathcal{F}),\end{cases}
$$

is positively homogeneous and satisfies (7). Thus, it only remains to show (11) and (12) to complete the proof.

We start with the definition of $\varphi_{+}$and the proof of 12 . Let $y \in N\left(\mathcal{F}_{+}\right)$. If $K(y)=1$, we choose $s(y)$ as an arbitrary element from the pre-image $N^{-1}(y)$ that satisfies

$$
\begin{equation*}
\|s(y)\|_{F}<(1+\delta) K(y) \tag{13}
\end{equation*}
$$

For arbitrary $y \in N\left(\mathcal{F}_{+}\right)$, we have $K(y / K(y))=1$ and put $s(y)=K(y) s(y / K(y))$. Then the mapping $s: N\left(\mathcal{F}_{+}\right) \rightarrow \mathcal{F}$ is positively homogeneous, which also implies that (13) holds for all $y \in N\left(\mathcal{F}_{+}\right)$. Moreover, for all $y \in N\left(\mathcal{F}_{+}\right)$, the element $s(y) \in \mathcal{F}$ satisfies $N(s(y))=y$ (i.e., it is an approximate spline). We put $\varphi_{+}(y)=S(s(y))$.
The mapping $\varphi_{+}: N\left(\mathcal{F}_{+}\right) \rightarrow \mathcal{G}$ is positively homogeneous as a composition of positively homogeneous mappings. To bound the error of $\varphi_{+} \circ N$, we note that for all $f \in \mathcal{F}_{+}$with norm $\|\cdot\|_{F}$ at most $1 /(1+\delta)$, which implies $f \in F$, we have $K(N f) \leq 1 /(1+\delta)$ and thus by 13) that $s(N f)$ is contained in $F$. Moreover, $f$ and $s(N f)$ yield the same information. Therefore,

$$
\left\|S f-\varphi_{+}(N f)\right\|_{\mathcal{G}} \leq \operatorname{diam}(N) \quad \text { for all } f \in \mathcal{F}_{+} \text {with }\|f\|_{F} \leq 1 /(1+\delta) .
$$

The bound (12) is now obtained by recalling (10) and scaling due to the positive homogeneity of $S$ and $\varphi_{+} \circ N$.
We continue with the definition of $\varphi_{0}$ and the proof of (11). To this end, let $y \in N\left(\mathcal{F}_{0}\right)$ and hence $K(y)=0$. Then there is a sequence $\left(f_{k}\right) \subset N^{-1}(y)$ such that $\left\|f_{k}\right\|_{F} \rightarrow 0$. This implies that $\left(S f_{k}\right)$ is a Cauchy sequence in $\mathcal{G}$. Indeed, assume to the contrary that it is no Cauchy sequence. Then there is some $c>0$ such that for all $n_{0}$ there are $k, m>n_{0}$ with $\left\|S f_{k}-S f_{m}\right\|_{\mathcal{G}} \geq c$. Given any $R>0$, we can choose $n_{0}$ large enough such that $\left\|f_{k}\right\|_{F}$ and $\left\|f_{m}\right\|_{F}$ are smaller than $c / R$. Then $h_{k}=R f_{k} / c$ and $h_{m}=R f_{m} / c$ are in $F$ and satisfy $N h_{k}=N h_{m}$ and $\left\|S h_{k}-S h_{m}\right\|_{\mathcal{G}} \geq R$. This yields $\operatorname{diam}(N)=\infty$, which would be a contradiction.
As $\mathcal{G}$ is complete, the sequence $\left(S f_{k}\right)$ has a limit $g$ and we define $\varphi_{0}(y):=g$. This definition is independent of the choice of the sequence $\left(f_{k}\right)$. Indeed, let $\left(f_{k}^{*}\right)$ be another sequence in $N^{-1}(y)$ with $\left\|f_{k}^{*}\right\|_{F} \rightarrow 0$. Assume to the contrary that $\left(S f_{k}^{*}\right)$ has a different limit than $\left(S f_{k}\right)$, i.e., there is some $c>0$ with $\left\|S f_{k}-S f_{k}^{*}\right\|_{\mathcal{G}} \geq c$ for infinitely many $k$. For any $R>0$, choosing $k$ large enough, we thus have $h_{k}:=R f_{k} / c \in F$ and $h_{k}^{*}:=R f_{k}^{*} / c \in F$ with $N\left(h_{k}\right)=N\left(h_{k}^{*}\right)$ and $\left\|S f_{k}-S f_{k}^{*}\right\|_{\mathcal{G}} \geq R$, again leading to the contradiction $\operatorname{diam}(N)=\infty$.

It is not hard to check that the mapping $\varphi_{0}$ is indeed positively homogeneous: We have $\varphi_{0}(0)=0$ (since the value of $\varphi_{0}(0)$ is independent of the concrete choice of the sequence $\left(f_{k}\right) \subset N^{-1}(0)$ from above) and for $\lambda>0$ and $y \in N\left(\mathcal{F}_{0}\right) \backslash\{0\}$, we know that $\varphi_{0}(\lambda y)$ may be expressed as the limit of a sequence $\left(S\left(\lambda f_{k}\right)\right)$, where $\left(f_{k}\right) \subset N^{-1}(y)$ such that $\left\|f_{k}\right\|_{F} \rightarrow 0$, and hence $S f_{k} \rightarrow \varphi_{0}(y)$; thus $\varphi_{0}(\lambda y)=\lambda \varphi_{0}(y)$. Moreover, for every $y \in N\left(\mathcal{F}_{0}\right)$, we have that $\varphi_{0}(y)$ is contained in the closure $\overline{S\left(N^{-1}(y) \cap F\right)}$. Thus, for all $f \in N^{-1}(y) \cap F$, we have

$$
\left\|S f-\varphi_{0}(N f)\right\|_{\mathcal{G}} \leq \operatorname{diam}\left(\overline{S\left(N^{-1}(y) \cap F\right)}\right)=\operatorname{diam}\left(S\left(N^{-1}(y) \cap F\right)\right) \leq \operatorname{diam}(N) .
$$

Here, the diameter of a set in $\mathcal{G}$ is defined in the usual way. This gives (11).

We now turn to the setting of linear problems. Here, a classical result from [14, 38] states that the minimal diameter of information can be obtained with non-adaptive information mappings, see, e.g., [31, Chapter 4.2]. We note that this result is usually stated in the case $\mathbb{K}=\mathbb{R}$, but the proof is exactly the same in the case $\mathbb{K}=\mathbb{C}$. Since the proof is short and elegant anyway, let us repeat it.

Lemma 1 (see [14, 38). Let $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$ be a linear problem and $n \in \mathbb{N}$. For any $\delta>0$, there exists a non-adaptive information mapping $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$ such that

$$
\operatorname{diam}(N) \leq(2+\delta) \inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right)
$$

Proof. Let $A_{n} \in \mathcal{A}_{n}$ be an arbitrary algorithm and $N$ be the corresponding (possibly adaptive) information mapping. Let $L_{1}, \ldots, L_{n} \in \Lambda$ be the measurement maps that the algorithm chooses for the input $f=0$ and consider the non-adaptive information mapping $N^{\text {non }}:=\left(L_{1}, \ldots, L_{n}\right)$. Let further $f, g \in F$ with $N^{\mathrm{non}}(f)=N^{\mathrm{non}}(g)$. Since $F$ is convex and balanced, the function $h=\frac{f-g}{2}$ is contained in $F$, and since $N^{\text {non }}$ is linear, we have $N^{\mathrm{non}}(h)=0$. But this means that the adaptive information mapping $N$ recursively chooses the same measurement maps as for the zero input, and thus also $N(h)=0$. The same statements hold for the function $-h$, and thus $A_{n}$ cannot distinguish between $h$ and $-h$; we have $A_{n}(h)=A_{n}(-h)$. This gives

$$
\operatorname{err}\left(A_{n}\right) \geq \frac{1}{2}\|S(h)-S(-h)\|_{\mathcal{G}}=\frac{1}{2}\|S(f)-S(g)\|_{\mathcal{G}} .
$$

Taking the supremum over all such $f$ and $g$, we obtain $2 \operatorname{err}\left(A_{n}\right) \geq \operatorname{diam}\left(N^{\mathrm{non}}\right)$.
For a linear problem, any non-adaptive information mapping is also homogeneous. Hence, Proposition 1 results in Theorem 1, the statement of which is repeated here for completeness.
Theorem 1. Let $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$ be a linear problem and let $\mathcal{G}$ be complete. For $n \in \mathbb{N}$, we let $\mathcal{A}_{n}^{*}$ denote the class of all homogeneous and non-adaptive algorithms of the form (2), and, as above, let $\mathcal{A}_{n}$ denote the more general class of all algorithms of the form (2). Then

$$
\inf _{A_{n} \in \mathcal{A}_{n}^{*}} \operatorname{err}\left(A_{n}\right) \leq 2 \inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right) .
$$

Proof of Theorem 1. Let $\delta>0$. By Lemma 1 there exists a non-adaptive (and thus homogeneous) information mapping $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$ such that

$$
\operatorname{diam}(N) \leq(2+\delta) \inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right)
$$

By Proposition 1, there exists a homogeneous mapping $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$ such that the homogeneous algorithm $A_{n}^{*}:=\varphi \circ N$ satisfies

$$
\operatorname{err}\left(A_{n}^{*}\right) \leq(1+\delta) \operatorname{diam}(N) \leq(1+\delta)(2+\delta) \inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}\right)
$$

and the proof is finished.
Remark 6. By Theorem 1, homogeneous recovery maps are essentially (i.e., up to an absolute multiplicative constant) optimal for linear problems while linear recovery maps are not. To compensate for the non-linearity, one may ask whether homogeneous recovery maps with a finitedimensional image are optimal. But this is not the case. There exists a linear solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ such that for any homogeneous information mapping $N$ and every homogeneous recovery map $\varphi$ with finite-dimensional image, the algorithm $\varphi \circ N$ has infinite error, while $\varphi \circ N$ has finite error for other choices of $\varphi$, see [40, Remark 2.1].

Remark 7. For many linear problems, as for example in numerical integration, one naturally uses algorithms that are not only homogeneous, but even linear. So one may ask to what extent homogeneous algorithms are relevant at all from a practical point of view. Let us thus mention a few specific examples of homogeneous and non-linear algorithms that are used for linear problems in the literature.

- $\ell^{1}$-minimization or basis pursuit is proven to be vastly superior to any linear method in the area of compressive sensing, see, e.g., the book [12].
- The median of means is a popular estimator for the computation of integrals. When used in a randomized setting, the median leads to a probability amplification, see, e.g., [25, Proposition 2.2]. In the deterministic sense, it can be used to obtain certain universality properties, see [16, 17].
- The paper [19] considers a randomized setting and gives an example of a linear problem where adaptive algorithms achieve a better rate of convergence than non-adaptive algorithms. The algorithms that achieve the optimal rate are homogeneous, but not linear.

Let us now assume that $\mathcal{F}$ is a normed space and that the input class $F$ is the unit ball of $\mathcal{F}$. Then the $n$th minimal worst case error of the problem $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$ is defined as

$$
\operatorname{err}(n):=\operatorname{err}(n, S, \Lambda):=\inf _{A_{n} \in \mathcal{A}_{n}} \operatorname{err}\left(A_{n}, S, F\right)
$$

with the worst case error $\operatorname{err}\left(A_{n}, S, F\right)$ as defined in (3), i.e.,

$$
\operatorname{err}\left(A_{n}\right)=\operatorname{err}\left(A_{n}, S, F\right)=\sup _{\|f\|_{\mathcal{F} \leq 1}}\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}}
$$

It has recently been shown in [39, Lemma 1.3] for a broad class of approximation problems that the $n$th minimal worst case error over the unit ball coincides up to a factor of at most eight $\square^{2}$ with the $n$th minimal relative error on the full input space, i.e., with

$$
\widetilde{\operatorname{err}}(n):=\widetilde{\operatorname{err}}(n, S, \Lambda):=\inf _{A_{n} \in \mathcal{A}_{n}} \widetilde{\operatorname{err}}\left(A_{n}, S\right),
$$

where

$$
\widetilde{\operatorname{err}}\left(A_{n}\right):=\widetilde{\operatorname{err}}\left(A_{n}, S\right):=\sup _{f \in \mathcal{F} \backslash\{0\}} \frac{\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}}}{\|f\|_{\mathcal{F}}} .
$$

As a corollary to Theorem 1, we obtain that this result is true for all linear problems, where the factor eight may be replaced by the factor two.
Corollary 1. Consider a linear problem $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$, where $F$ is the unit ball of $\mathcal{F}$ and $\mathcal{G}$ is complete. For any $n \in \mathbb{N}$, we have

$$
\operatorname{err}(n) \leq \widetilde{\operatorname{err}}(n) \leq 2 \operatorname{err}(n)
$$

Proof. The second inequality follows from Theorem 1 and the fact that $\operatorname{err}\left(A_{n}\right)=\widetilde{\operatorname{err}}\left(A_{n}\right)$ whenever $A_{n}$ is homogeneous. Namely,

$$
\widetilde{\operatorname{err}}(n) \leq \inf _{A_{n} \text { homogeneous }} \widetilde{\operatorname{err}}\left(A_{n}\right)=\inf _{A_{n} \text { homogeneous }} \operatorname{err}\left(A_{n}\right) \leq 2 \operatorname{err}(n) .
$$

The first inequality uses that any algorithm $A_{n}$ with $A_{n}(0)=0$ satisfies

$$
\operatorname{err}\left(A_{n}\right)=\sup _{f \in \mathcal{F} \backslash\{0\}:\|f\|_{\mathcal{F} \leq 1}}\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}} \leq \sup _{f \in \mathcal{F} \backslash\{0\}:\|f\|_{\mathcal{F} \leq 1}} \frac{\left\|S(f)-A_{n}(f)\right\|_{\mathcal{G}}}{\|f\|_{\mathcal{F}}} \leq \widetilde{\operatorname{err}}\left(A_{n}\right)
$$

[^1]and hence
$$
\operatorname{err}(n) \leq \inf _{A_{n}: A_{n}(0)=0} \operatorname{err}\left(A_{n}\right) \leq \inf _{A_{n}: A_{n}(0)=0} \widetilde{\operatorname{err}}\left(A_{n}\right)
$$

It remains to show that

$$
\begin{equation*}
\inf _{A_{n}}: \widetilde{A_{n}(0)=0} \mid \widetilde{\operatorname{err}}\left(A_{n}\right) \leq \widetilde{\operatorname{err}}(n) \tag{14}
\end{equation*}
$$

To this end, suppose that we have an algorithm $A_{n}$ such that $A_{n}=\varphi \circ N$ with $\varphi(0) \neq 0$. We then introduce a mapping $\widetilde{\varphi}$ such that $\widetilde{\varphi}(0)=0$ and $\widetilde{\varphi}(y)=\varphi(y)$ for all $y \neq 0$ and set $A_{n}^{*}:=\widetilde{\varphi} \circ N$. We claim that $\widetilde{\operatorname{err}}\left(A_{n}^{*}\right) \leq \widetilde{\operatorname{err}}\left(A_{n}\right)$, which proves (14).

Indeed, let us consider the set $N^{-1}(0)$ of those $f \in \mathcal{F}$ for which $N(f)=0$, and for which then $A_{n}(f) \neq 0$, but $A_{n}^{*}(f)=0$. If all such $f$ satisfy that $S(f)=0$, then $A_{n}^{*}$ is at least as good as $A_{n}$ and thus $\widetilde{\operatorname{err}}\left(A_{n}^{*}\right) \leq \widetilde{\operatorname{err}}\left(A_{n}\right)$. If, on the other hand, there exist $f \in N^{-1}(0)$ such that $S(f) \neq 0$, then we argue that $\widetilde{\operatorname{err}}\left(A_{n}\right)=\infty$ and thus $\widetilde{\operatorname{err}}\left(A_{n}^{*}\right) \leq \widetilde{\operatorname{err}}\left(A_{n}\right)$ again holds.

Since $S$ is linear, we have $f \neq 0$. On the other hand, we have $N(c f)=0$ for any positive constant $c$. Then, however, by the linearity of $S$,

$$
\widetilde{\operatorname{err}}\left(A_{n}\right) \geq \frac{\|S(c f)-\varphi(0)\|_{\mathcal{G}}}{\|c f\|_{\mathcal{F}}}=\frac{\|c S(f)-\varphi(0)\|_{\mathcal{G}}}{c\|f\|_{\mathcal{F}}}
$$

Letting $c$ tend to zero, we obtain the asserted identity $\widetilde{\operatorname{err}}\left(A_{n}\right)=\infty$.

## 3 Homogeneous algorithms in other settings

Recall from the introduction that our problems are described by a solution operator $S$ mapping from a vector space $\mathcal{F}$ to a normed space $\mathcal{G}$, an input set $F \subset \mathcal{F}$, and a class $\Lambda \subset \mathbb{K}^{\mathcal{F}}$ of admissible measurements. The problem is called linear if
(1) the worst case error is considered on a non-empty, convex, and balanced subset $F$ of $\mathcal{F}$,
(2) the solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ is linear,
(3) the class $\Lambda$ of admissible measurements contains only linear functionals.

In Section 2, we have seen that (positively) homogeneous algorithms are optimal for linear problems. It is natural to ask whether this extends to a more general class of (positively) homogeneous problems. Suppose, for example, that we replace one or several of the above conditions by the weaker conditions,
(1') the worst case is considered on a class $F \subset \mathcal{F}$ satisfying $\lambda f \in F$ for $f \in F$ and $0 \leq \lambda \leq 1$,
(2') the solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ is positively homogeneous,
(3') the class $\Lambda$ of admissible measurements contains only positively homogeneous functionals.
Are positively homogeneous algorithms still optimal for such positively homogeneous problems? We do not know the answer to this question.

Open Problem 1. Are positively homogeneous algorithms optimal for positively homogeneous problems? That is, if we consider a class of problems where one or several of the conditions (1)(3) are replaced by their respective weaker variants ( $1^{\prime}$ )-( $3^{\prime}$ ), do there exist constants $C, c \in \mathbb{N}$ such that, for all such problems and all $n \in \mathbb{N}$, we have

$$
\inf _{\substack{A \in \mathcal{A}_{c n} \\ A \text { pos. hom. }}} \operatorname{err}(A) \leq C \inf _{A \in \mathcal{A}_{n}} \operatorname{err}(A) ?
$$

Of course, a similar question can be asked for homogeneous problems instead of positively homogeneous problems. Examples of such positively homogeneous problems could be the computation of some norm or the maximum of a function $f \in F$.

If we only consider positively homogeneous problems where the input set $F$ is convex and balanced, Proposition 1 implies that positively homogeneous algorithms are optimal whenever positively homogeneous information mappings are optimal (in the sense that the corresponding diameter of information is close to minimal). In particular, for such problems, positively homogeneous algorithms are optimal whenever non-adaptive algorithms are optimal.

This leads to the question whether non-adaptive algorithms are optimal for homogeneous problems. Unfortunately, this is not the case. The optimality of non-adaptive algorithms does not stay true if any of the conditions (1)-(3) is replaced by its respective weaker variant, as illustrated by the following examples.
Example 1. An example where the properties (1'), (2), and (3) are satisfied is given in [23], see also [31, Section 4.2.1]. Here, $F$ is the class of all monotonically increasing, $\alpha$-Hölder continuous functions on an interval with Hölder-constant at most one and $\alpha<1, S$ is the embedding into $L_{\infty}$ and $\Lambda$ is the class of all function evaluations. Then the error of non-adaptive algorithms is of order $n^{-\alpha}$ while the error of adaptive algorithms is of polynomial order $n^{-1}$, where $n$ is the number of measurements. We also refer to [13] for related results.

Example 2. We give an example where the properties (1), (2'), and (3) are satisfied. We let $F$ be the unit ball in the space $\mathcal{F}$ of all Lipschitz-continuous functions on $[0,1]$ with the norm

$$
\|f\|_{\mathcal{F}}:=\max \left\{\|f\|_{\infty}, \sup _{x \neq y} \frac{|f(x)-f(y)|}{|x-y|}\right\} .
$$

We do bisection in order to approximate a point $z \in[0,1 / 2]$ with $f(z)=\frac{1}{2}(f(0)+f(1 / 2))$. The bisection method converges to a solution $z(f)$ of the above equation, while the approximation $z_{n}(f)$ obtained after $n$ bisection steps (using $n+1$ function values) satisfies $\left|z(f)-z_{n}(f)\right| \leq 2^{-n}$. We consider the homogeneous solution operator $S(f)=f(z(f)+1 / 2)$ and the class $\Lambda^{\text {std }}$ of all function evaluations. The adaptive algorithm $A_{n}(f)=f\left(z_{n}(f)+1 / 2\right)$ has an error of at most $2^{-n}$. On the other hand, any non-adaptive algorithm using $n$ function values has an error of at least $1 /(8 n)$. Indeed, there is an interval $(a, a+1 /(2 n)) \subset[0,1 / 2]$ that does not contain any sampling point. The algorithm thus cannot distinguish the two functions $f$ and $g$ defined by the properties that $f(0)=g(0)=0, f$ is constant on $[0, a]$ and $[a+1 /(4 n), 1 / 2], g$ is constant on $[0, a+1 /(4 n)]$ and $[a+1 /(2 n), 1 / 2]$, and both functions are linearly increasing with slope one on the rest of the interval $[0,1]$. We illustrate this situation in Figure 2. However, since $S(f)$ and $S(g)$ differ by $1 /(4 n)$, the error of the algorithm is at least $1 /(8 n)$. Thus, the error of certain adaptive algorithms converges exponentially and the error of non-adaptive algorithms converges only linearly. This problem is clearly related to the zero-finding problem (see, e.g., [35] and the references therein for detailed information on the zero-finding problem).
Example 3. We also give an example where the properties (1), (2), and (3') are satisfied. We let $\mathcal{F}$ be defined as in the previous example and consider the $M$-fold Cartesian product $\mathcal{F}_{M}:=$ $\mathcal{F} \times \cdots \times \mathcal{F}$, with elements denoted by $f=\left(f_{1}, \ldots, f_{M}\right)$, equipped with the norm

$$
\|f\|_{\mathcal{F}_{M}}:=\sum_{i=1}^{M}\left\|f_{i}\right\|_{\mathcal{F}}
$$

Let $F_{M}$ be the unit ball of $\mathcal{F}_{M}$ and let $\mathcal{G}_{M}$ be the same set of functions as $\mathcal{F}_{M}$, but with the norm

$$
\|f\|_{\mathcal{G}_{M}}:=\max _{i \leq M}\left\|f_{i}\right\|_{\infty} .
$$



Figure 1: The situation described in Example 2.

Furthermore, let $S$ be the embedding of $\mathcal{F}_{M}$ into $\mathcal{G}_{M}$.
The class $\Lambda$ shall consist of the homogeneous measurements $f_{i}(x)$ with $i \leq M$ and $x \in[0,1]$ and $\left\|f_{i}\right\|_{\mathcal{F}}$ with $i \leq M$. An adaptive algorithm using at most $n$ measurements is given by first computing the $M$ norms $\left\|f_{i}\right\|_{\mathcal{F}}$ and then approximating each $f_{i}$ by a piecewise constant function that interpolates $m_{i}$ function values of $f_{i}$ at equi-spaced points, where $m_{i}=0$ if $\left\|f_{i}\right\|_{\mathcal{F}}<2 /(n-M)$ (i.e., in this case we approximate $f_{i}$ by the zero function), and $m_{i}=$ $\left\lceil\left\|f_{i}\right\|_{\mathcal{F}}(n-M) / 2\right\rceil \leq\left\|f_{i}\right\|_{\mathcal{F}}(n-M)$ otherwise. This algorithm has an error of at most $2 /(n-M)$.
On the other hand, for a non-adaptive algorithm taking $n$ measurements, there exists some $i$ where at most $n / M$ samples of $f_{i}$ are computed (recall the form of $\Lambda$ ). Then there is some $f^{*} \in F$ that equals zero at all those points but satisfies $\left\|f^{*}\right\|_{\infty} \geq M /(2 n)$ (by choosing $f^{*}$ to be linear with slope 1 left of the midpoints of the intervals between the interpolation nodes, and slope - 1 right of them, respectively). The algorithm cannot distinguish $f \in \mathcal{F}_{M}$ defined by $f_{j}=0$ for $j \neq i$ and $f_{i}=f^{*}$ from its negative since all measurements for $f$ and $-f$ yield the same value (including the possible norm-evaluations). Thus, it has an error of at least $M /(2 n)$. Taking, for instance, $M=n / 2$, we obtain that all non-adaptive algorithms have an error of at least $1 / 4$, while a suitable adaptive algorithm can achieve an error of at most $4 / n$.

Another interesting question is whether the optimality of homogeneous algorithms for linear problems remains true in the randomized setting. Recall from the introduction that our deterministic algorithms are described as the composition of an information mapping $N: \mathcal{F} \rightarrow \mathbb{K}^{n}$ and a recovery map $\varphi: \mathbb{K}^{n} \rightarrow \mathcal{G}$. In the randomized setting, $N$ and $\varphi$ can be random and the randomized error of the algorithm $A=\varphi \circ N$ is defined as

$$
e^{\mathrm{ran}}(A):=\sup _{f \in F} \mathbb{E}\left[\|S(f)-A(f)\|_{\mathcal{G}}\right]
$$

We refrain from a precise description of the setting and refer to [31, Section 4.3.3] and the references therein. We denote by $\mathcal{A}_{n}^{\text {ran }}$ the class of all randomized algorithms with cardinality at most $n$. The algorithm $A$ is called homogeneous if almost every realization of $A$ is homogeneous.

Open Problem 2. Are homogeneous algorithms optimal for linear problems in the randomized setting? That is, do there exist constants $C, c \in \mathbb{N}$ such that, for all linear problems and all
$n \in \mathbb{N}$, we have

$$
\inf _{\substack{A \in \mathcal{A}_{c n}^{\mathrm{ran}} \\ \text { homogeneous }}} e^{\mathrm{ran}}(A) \leq C \inf _{A \in \mathcal{A}_{n}^{\mathrm{ran}}} e^{\mathrm{ran}}(A) ?
$$

Again, there is a relation to the question whether non-adaptive algorithms are optimal. But the answer to this question differs from the deterministic setting. It only turned out recently that there exist linear problems where adaptive randomized algorithms are significantly better than non-adaptive ones. The first such example was found by Heinrich in [18]. We refer to [19, 26] for further progress on this matter.

As a consequence, the optimality of homogeneous algorithms for linear problems is likely harder to prove in the randomized setting than it was in the deterministic setting (if possible at all). In the deterministic setting, we already knew that we could take $N$ non-adaptive, and hence homogeneous, and only had to prove that we can also take $\varphi$ homogeneous. In the randomized setting, it is already unclear (to us) whether an almost minimal error can be achieved with homogeneous $N$ and arbitrary $\varphi$.

## 4 Solvable problems and problems on cones

Also in this section, our problems are given by a solution operator $S: \mathcal{F} \rightarrow \mathcal{G}$ between normed spaces $\mathcal{F}$ and $\mathcal{G}$ over $\mathbb{K}$, a class $\Lambda \subseteq \mathbb{K}^{\mathcal{F}}$ of admissible measurements, and a class $F \subset \mathcal{F}$ of inputs. In the previous sections, we studied linear and homogeneous problems in the worst case setting. Those problems were solvable in the following sense.

Definition 1. We say that the problem $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda)$ is uniformly solvable iff, for any $\varepsilon>0$, there is some $n \in \mathbb{N}$ and an algorithm $A_{n}$ of the form (2) such that $\operatorname{err}\left(A_{n}\right) \leq \varepsilon$. In this case, we define the $\varepsilon$-complexity of the problem by

$$
\operatorname{comp}(\varepsilon):=\operatorname{comp}(\varepsilon, S, F, \Lambda):=\min \left\{n \in \mathbb{N} \mid \exists A_{n}: \operatorname{err}\left(A_{n}\right) \leq \varepsilon\right\}
$$

We now turn to problems which are not uniformly solvable. Specifically, we are interested in the case that the input set $F \subset \mathcal{F}$ is a cone. Then, in general, the worst case error of any algorithm using homogeneous measurements with fixed $n$ is infinite. More precisely, the following holds.

Proposition 2. Let $S: \mathcal{F} \rightarrow \mathcal{G}$ be a homogeneous mapping between normed spaces, let $\Lambda$ be a class of homogeneous functionals on $\mathcal{F}$, and let $F \subset \mathcal{F}$ be a cone. Then the problem $(S, F, \Lambda)$ is uniformly solvable if and only if there exists some $n \in \mathbb{N}$ such that $\operatorname{err}(n)=0$.

Proof. We prove the stronger statement that any algorithm with finite error can be turned into an algorithm with arbitrarily small error and the same cost. Due to (6), this is equivalent to saying that every information mapping of the form (1) with finite diameter can be turned into an information mapping with the same cost and a diameter arbitrarily close to zero. To this end, assume that $N$ is an information mapping of the form (1) such that $\operatorname{diam}(N)<\infty$. Given $r>0$, we consider the new information mapping $N_{r}$, which chooses those measurement maps $L_{i}$ that the mapping $N$ would choose for $r f$ instead of $f$. Note that the measurement results of $r f$ are available due to $L(r f)=r L(f)$ for all $L \in \Lambda$ and $f \in F$. If $f, g \in F$ are such that $N_{r}(f)=N_{r}(g)$, then this implies $N(r f)=N(r g)$. Thus,

$$
\|S f-S g\|_{\mathcal{G}}=\frac{1}{r}\|S(r f)-S(r g)\|_{\mathcal{G}} \leq \frac{\operatorname{diam}(N)}{r}
$$

and hence the diameter of $N_{r}$ is bounded by $\operatorname{diam}(N) / r$, which can be made arbitrarily small by choosing $r$ sufficiently large.

In order to study problems that are not uniformly solvable, we consider a more general class of algorithms, where not only the measurements $L_{i} \in \Lambda$ themselves, but also the cardinalities of the algorithms, i.e., the number of those measurements, may be chosen adaptively. Roughly speaking this means that, after each measurement, we may decide based on the already computed measurements whether we compute another measurement and which one. Formally, those algorithms can be described as follows.

An information mapping is a function $N: F \rightarrow c_{00}$, where $c_{00}:=\bigcup_{n \in \mathbb{N}} \mathbb{K}^{n}$, for which there are functions $L_{j}: F \times \mathbb{K}^{j-1} \rightarrow \mathbb{K}$ with $L_{j}\left(\cdot, y_{1}, \ldots, y_{j-1}\right) \in \Lambda$ for all $y_{1}, \ldots, y_{j-1} \in \mathbb{K}$ and a Boolean function $\Delta: c_{00} \rightarrow\{0,1\}$ such that $N(f)=\left(y_{1}, \ldots, y_{n(f)}\right)$ with $y_{j}=L_{j}\left(f, y_{1}, \ldots, y_{j-1}\right)$ and $n(f)=\min \left\{n \in \mathbb{N} \mid \Delta\left(y_{1}, \ldots, y_{n}\right)=0\right\}$. That is, if we have already obtained the data $y_{1}, \ldots, y_{j-1}$, we next perform the measurement $L_{j}\left(\cdot, y_{1}, \ldots, y_{j-1}\right)$, unless $\Delta\left(y_{1}, \ldots, y_{j-1}\right)=0$.
Now, an algorithm $A$ for the problem $(S, F, \Lambda)$ is defined as a pair $(N, \varphi)$ given by an information mapping $N$ as above and an arbitrary mapping $\varphi: c_{00} \rightarrow \mathcal{G}$, which is used to turn our finite information $N(f) \in c_{00}$ into an approximation of the solution $S(f) \in \mathcal{G}$. This results in a mapping $\varphi \circ N: F \rightarrow G$ used to approximate the solution operator $S: F \rightarrow \mathcal{G}$. In slight abuse of notation, we denote this mapping also by $A$, that is, we write $A=\varphi \circ N$. We denote the class of all such algorithms by $\mathcal{A}^{+}$. We write $\operatorname{cost}(A, f):=n(f)$ for the (information) cost of the algorithm at $f \in F$, and for $F_{0} \subseteq F$, we set

$$
\operatorname{cost}\left(A, F_{0}\right):=\sup \left\{\operatorname{cost}(A, f) \mid f \in F_{0}\right\} .
$$

We are now ready to define a weaker notion of solvability.
Definition 2. We say that an algorithm $A \in \mathcal{A}^{+}$is $\varepsilon$-approximating for $S$ on $F$, iff $\| S f-$ $A f \|_{\mathcal{G}} \leq \varepsilon$ for all $f \in F$. The problem $(S: \mathcal{F} \rightarrow \mathcal{G}, F, \Lambda$ ) is called weakly solvable if, for any $\varepsilon>0$, there exists an $\varepsilon$-approximating algorithm $A \in \mathcal{A}^{+}$.
This notion of solvability is inspired by [25], where an analogous notion of solvability is considered in a randomized setting. Note that an $\varepsilon$-approximating algorithm has finite cost for each input $f \in F$, but it may have infinite cost on the full input set $F$.

As mentioned above, we are mainly interested in problems where the input set is a cone. Problems on cones have lately been considered in [25] and [6, see also [20, 21]. Here, we study the following general kind of cones.

Assumption 1. Let $S: \mathcal{F} \rightarrow \mathcal{G}$ be a linear operator between normed spaces $\mathcal{F}$ and $\mathcal{G}$ and let $\Lambda$ be a class of linear functionals on $\mathcal{F}$. We consider the problem $\left(S, \mathcal{C}_{t}, \Lambda\right)$ on the cone

$$
\mathcal{C}_{t}:=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq t\|T f\|_{\mathcal{H}}\right\},
$$

where $T: \mathcal{F} \rightarrow \mathcal{H}$ is any linear mapping to another normed space $\mathcal{H}$ and $t>0$ is a constant, which we call the inflation factor.
This setting covers a situation considered in [25], where $S(f)$ is the integral of a function $f \in L_{2}$ and $T: L_{4} \rightarrow L_{2}$ is the identity. Then, essentially, $\mathcal{C}_{t}$ is the cone of all functions with bounded kurtosis. The setting also covers a situation considered in [6], where $S$ is a diagonal operator mapping a Schauder basis of $\mathcal{F}$ onto a Schauder basis of $\mathcal{G}$ and $T: \mathcal{F} \rightarrow \mathcal{F}$ is a basis projection with finite rank. We will come back to these examples later.
The problem $\left(S, \mathcal{C}_{t}, \Lambda\right)$ as defined in Assumption 1 is included in the assumptions of Proposition 2 . Therefore, it is usually not uniformly solvable. Here, we show that the problem is weakly solvable for a wide range of operators $S$ and $T$. We recall that we write $B_{\mathcal{F}}$ to denote the unit ball in the space $\mathcal{F}$, and by $r B_{\mathcal{F}}$ the ball with radius $r$.

Theorem 2. Let Assumption 1 hold. If $\left(S, B_{\mathcal{F}}, \Lambda\right)$ and $\left(T, B_{\mathcal{F}}, \Lambda\right)$ are uniformly solvable, then the problem $\left(S, \mathcal{C}_{t}, \Lambda\right)$ is weakly solvable for any $t>0$. More precisely, for any $\varepsilon>0$, there is an $\varepsilon$-approximating algorithm $A_{\varepsilon} \in \mathcal{A}^{+}$such that, for all $f \in \mathcal{C}_{t} \backslash\{0\}$,

$$
\begin{equation*}
\operatorname{cost}\left(A_{\varepsilon}, f\right) \leq \operatorname{comp}\left(\frac{1}{5 t}, T, B_{\mathcal{F}}, \Lambda\right)+\operatorname{comp}\left(\frac{\varepsilon}{7 t\|T f\|_{\mathcal{H}}}, S, B_{\mathcal{F}}, \Lambda\right) . \tag{15}
\end{equation*}
$$

To interpret the cost bound, let us assume that the operator $T$ is bounded and that $\|T\|$ and $t$ are absolute constants (and not very big). Corollary 1 implies that $\operatorname{comp}\left(\widetilde{\varepsilon} / R, S, B_{\mathcal{F}}, \Lambda\right) \leq$ $\operatorname{comp}\left(\widetilde{\varepsilon}, S, 2 R B_{\mathcal{F}}, \Lambda\right)$. By putting $c=14 t\|T\|$, we get for small enough $\varepsilon>0$ (assuming that $\operatorname{comp}\left(\varepsilon, S, B_{\mathcal{F}}, \Lambda\right) \rightarrow \infty$ for $\left.\varepsilon \rightarrow 0\right)$ that

$$
\operatorname{cost}\left(A_{\varepsilon}, \mathcal{C}_{t} \cap r B_{\mathcal{F}}\right) \leq 2 \operatorname{comp}\left(\varepsilon, S, c r B_{\mathcal{F}}, \Lambda\right),
$$

i.e., the cost of the algorithm on a ball is proportional to the complexity of the problem $S$ on a ball of comparable radius.

Proof. Let $\varepsilon>0$ and $t>0$. Due to the solvability of $\left(T, B_{\mathcal{F}}, \Lambda\right)$ and Theorem 1, there is a homogeneous algorithm $Q_{m}: \mathcal{F} \rightarrow \mathcal{H}$ that uses at most $m$ measurements such that

$$
\left\|T f-Q_{m} f\right\|_{\mathcal{H}} \leq(2 t)^{-1} \cdot\|f\|_{\mathcal{F}}, \quad \forall f \in \mathcal{F},
$$

where $m=\operatorname{comp}\left(1 /(5 t), T, B_{\mathcal{F}}, \Lambda\right)$. This implies that, for all $f \in \mathcal{C}_{t}$, we have

$$
\|f\|_{\mathcal{F}} \leq t\|T f\|_{\mathcal{H}} \leq t\left\|Q_{m} f\right\|_{\mathcal{H}}+t\left\|T f-Q_{m} f\right\|_{\mathcal{H}} \leq t\left\|Q_{m} f\right\|_{\mathcal{H}}+\frac{1}{2}\|f\|_{\mathcal{F}}
$$

and thus

$$
\|f\|_{\mathcal{F}} \leq 2 t\left\|Q_{m} f\right\|_{\mathcal{H}} .
$$

Our algorithm consists of two steps. First, given the unknown $f \in \mathcal{C}_{t}$, we compute $Q_{m} f$. If $Q_{m} f=0$, then we know that $f=0$ and thus obtain the exact solution $S(f)=0$. In case that $Q_{m} f \neq 0$, we adaptively choose the cost $k:=\operatorname{comp}\left(\varepsilon /\left((4+2 \delta) t\left\|Q_{m} f\right\|_{\mathcal{H}}\right), S, B_{\mathcal{F}}, \Lambda\right)$ for the second step, where $\delta>0$ is arbitrary. By the solvability of $\left(S, B_{\mathcal{F}}, \Lambda\right)$ and Theorem 1, there exists a homogeneous algorithm $A_{k}: \mathcal{F} \rightarrow \mathcal{G}$ that uses at most $k$ measurements, whose worst case error on $B_{\mathcal{F}}$ is at most $\varepsilon /\left(2 t\left\|Q_{m} f\right\|_{\mathcal{H}}\right)$. In particular, for any $f \in \mathcal{C}_{t}$,

$$
\left\|S f-A_{k} f\right\|_{\mathcal{G}} \leq \frac{\varepsilon}{2 t\left\|Q_{m} f\right\|_{\mathcal{H}}} \cdot\|f\|_{\mathcal{F}} \leq \varepsilon .
$$

Thus, our two-step procedure gives us an $\varepsilon$-approximating algorithm that uses in total $m+k$ measurements from $\Lambda$. Noting that

$$
\left\|Q_{m} f\right\|_{\mathcal{H}} \leq\left\|T f-Q_{m} f\right\|_{\mathcal{H}}+\|T f\|_{\mathcal{H}} \leq \frac{\|f\|_{\mathcal{F}}}{2 t}+\|T f\|_{\mathcal{H}} \leq \frac{3}{2}\|T f\|_{\mathcal{H}},
$$

we have

$$
k \leq \operatorname{comp}\left(\frac{\varepsilon}{3(2+\delta) t\|T f\|_{\mathcal{H}}}, S, B_{\mathcal{F}}, \Lambda\right),
$$

because $\operatorname{comp}\left(\cdot, S, B_{\mathcal{F}}, \Lambda\right)$ is decreasing in its first argument. The desired cost bound follows.
Remark 8. In the proof of Theorem 2, we used homogeneous algorithms $Q_{m}$ and $A_{k}$ which are optimal in the sense of the complexities of the problems of approximating $T$ and $S$ for certain error thresholds. Since such optimal algorithms are often not known in practice, we point out that the same approach works with arbitrary homogeneous algorithms of our choice. We can take any homogeneous algorithm $Q_{m}$ for approximating $T$ with arbitrary cost $m$ and worst case error smaller than $1 /(2 t)$ and then any homogeneous algorithm $A_{k}$ for $S$ with arbitrary cost $k$ and worst case error smaller than $\varepsilon /\left(2 t\left\|Q_{m} f\right\|_{\mathcal{H}}\right)$, and take $A_{k} f$ as an approximation for $S f$ (or zero, if $Q_{m} f=0$ ). This gives us an $\varepsilon$-approximating algorithm on $\mathcal{C}_{t}$ with the total cost $m+k$.

We now discuss several examples.

### 4.1 Bounded kurtosis

Consider the the integration problem

$$
S: \mathcal{F} \rightarrow \mathbb{R}, \quad S(f)=\int_{0}^{1} f(x) \mathrm{d} x
$$

where $\mathcal{F}$ shall be the space of all continuous real-valued functions on $[0,1]$, equipped with the 4 -norm. The input set is given by the cone

$$
\mathcal{C}_{t}:=\left\{f \in \mathcal{F}:\|f\|_{4} \leq t\|f\|_{2}\right\}
$$

with some $t>1$ and the information is given by the class $\Lambda^{\text {std }}$ of function evaluations.
The paper [25] proves that such problems are weakly solvable in a randomized sense. In our deterministic setting, we quickly realize that the problems $S: \mathcal{F} \rightarrow \mathbb{R}$ and $T: \mathcal{F} \rightarrow L_{2}$ are not uniformly solvable on the unit ball of $\mathcal{F}$ and thus Theorem 2 does not apply. And indeed, the integration problem on $\mathcal{C}_{t}$ is not weakly solvable. In fact, there exists no $\varepsilon$-approximating algorithm for any $\varepsilon>0$ :

To see this, let $A \in \mathcal{A}^{+}$be an arbitrary algorithm and let $\varepsilon>0$ be arbitrary. We let $x_{1}, \ldots, x_{n} \in$ $[0,1]$ be the measurement points that the algorithm uses for the input zero. Then, for any $\delta \in(0,1)$, one can easily find a continuous function $f:[0,1] \rightarrow[0,4 \varepsilon]$ such that $f$ equals zero at all those points and the Lebesgue measure of the set $f^{-1}(4 \varepsilon)$ is at least $1-\delta$. We get

$$
\|f\|_{4} \leq 4 \varepsilon \quad \text { and } \quad\|f\|_{2} \geq 4 \varepsilon \cdot(1-\delta)^{1 / 2}
$$

and thus $f \in \mathcal{C}_{t}$ if $\delta$ is sufficiently small. Since $A(f)=A(0)$ and $S(f)-S(0) \geq 4 \varepsilon \cdot(1-\delta)$, the algorithm has an error of at least $2 \varepsilon(1-\delta)$ for one of the functions $f$ or zero. Thus, the algorithm is not $\varepsilon$-approximating for the integration problem on $\mathcal{C}_{t}$.

In the next section, we present a simple example that follows a similar pattern, but which is weakly solvable.

### 4.2 Inverse Poincaré

To give another explicit example, let us consider the approximation problem

$$
S: W_{2}^{1}([0,1]) \rightarrow L_{2}([0,1]), \quad S(f)=f,
$$

where $W_{2}^{1}([0,1])$ is the univariate Sobolev space of all continuous functions $f:[0,1] \rightarrow \mathbb{R}$ that possess a weak derivative $f^{\prime} \in L_{2}([0,1])$, equipped with the norm $\|f\|_{W_{2}^{1}}^{2}=\|f\|_{2}^{2}+\left\|f^{\prime}\right\|_{2}^{2}$. The input set is given by the cone

$$
\mathcal{C}_{t}:=\left\{f \in W_{2}^{1}([0,1]):\left\|f^{\prime}\right\|_{2} \leq t\|f\|_{2}\right\}
$$

of all functions from $\mathcal{F}$ satisfying a reverse Poincaré type inequality with constant $t>0$ and the information is given by the class $\Lambda^{\text {std }}$ of all function evaluations. This situation matches Assumption 1 if $\mathcal{F}=W_{2}^{1}, \mathcal{G}=\mathcal{H}=L_{2}$, and $T=S$, where the cone $\mathcal{C}_{t}$ from above is contained in the cone from (17) with inflation factor $\sqrt{1+t^{2}}$.
It is a well-known fact that the problem $S$ is uniformly solvable on balls in $\mathcal{F}$ and that there is a constant $c>0$ such that

$$
\operatorname{comp}\left(\varepsilon, S, B_{\mathcal{F}}, \Lambda^{\text {std }}\right) \leq c \varepsilon^{-1}
$$

for all $\varepsilon>0$, see, e.g., [31, Section 4.2.4]. Thus, Theorem 2 yields that the $L_{2}$-approximation problem is weakly solvable on the full cone $\mathcal{C}_{t}$ and gives rise to $\varepsilon$-approximating algorithms $A_{\varepsilon}$ that satisfy

$$
\operatorname{cost}\left(A_{\varepsilon}, f\right) \leq 14 c t \cdot \varepsilon^{-1}\|f\|_{2}
$$

for all $f \in \mathcal{C}_{t}$ with $\|f\|_{2} \geq \varepsilon$.
We conclude this example by noting that also the integration problem is weakly solvable on $\mathcal{C}_{t}$. The algorithm $A_{\varepsilon}^{*}$ defined by $A_{\varepsilon}^{*}(f):=\int_{0}^{1} A_{\varepsilon}(f)(x) \mathrm{d} x$ satisfies the same cost bound and is an $\varepsilon$-approximating algorithm for the integration problem on $\mathcal{C}_{t}$ since

$$
\left|\int_{0}^{1} f(x) \mathrm{d} x-\int_{0}^{1} A_{\varepsilon}(f)(x) \mathrm{d} x\right| \leq \int_{0}^{1}\left|f(x)-A_{\varepsilon}(f)(x)\right| \mathrm{d} x \leq\left\|f-A_{\varepsilon}(f)\right\|_{2} .
$$

### 4.3 Diagonal operators between Banach spaces

We now consider a more general example analogous to 6].
Let $\mathcal{F}$ and $\mathcal{G}$ be two Banach spaces and let $S: \mathcal{F} \rightarrow \mathcal{G}$ be a continuous linear operator. We assume that there exist unconditional Schauder bases $\left\{u_{\boldsymbol{k}}\right\}_{\boldsymbol{k} \in \mathbb{I}}$ of $\mathcal{F}$ and $\left\{v_{\boldsymbol{k}}\right\}_{\boldsymbol{k} \in \mathbb{I}}$ of $\mathcal{G}$ such that

$$
\begin{equation*}
S\left(u_{\boldsymbol{k}}\right)=v_{\boldsymbol{k}}, \quad \forall \boldsymbol{k} \in \mathbb{I} . \tag{16}
\end{equation*}
$$

By the spectral theorem, this situation occurs, for example, if $\mathcal{F}$ and $\mathcal{G}$ are separable Hilbert spaces and $S$ is a compact and injective linear operator with a dense range. In this case, we can choose $\left\{u_{\boldsymbol{k}}\right\}_{\boldsymbol{k} \in \mathbb{I}}$ as an orthonormal basis of eigenfunctions of $S^{*} S$. But also in the general case, all functions $f \in \mathcal{F}$ and $g \in \mathcal{G}$ can be written as a convergent series,

$$
f=\sum_{k \in \mathbb{I}}\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}} \cdot u_{\boldsymbol{k}}, \quad g=\sum_{\boldsymbol{k} \in \mathbb{I}}\left(g, v_{\boldsymbol{k}}\right)_{\mathcal{G}} \cdot v_{\boldsymbol{k}},
$$

where the coefficients $\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}}$ and $\left(g, v_{\boldsymbol{k}}\right)_{\mathcal{G}}$ are unique. We have for all $f \in \mathcal{F}$ that

$$
S(f)=\sum_{k \in \mathbb{I}}\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}} \cdot v_{\boldsymbol{k}}
$$

Let $\mathbb{I}_{0} \subseteq \mathbb{I}$ be a finite index set. We denote the span of the functions $u_{\boldsymbol{k}}, \boldsymbol{k} \in \mathbb{I}_{0}$, by $\mathcal{F}_{0}$ and the span of the functions $v_{\boldsymbol{k}}, \boldsymbol{k} \in \mathbb{I}_{0}$, by $\mathcal{G}_{0}$. Moreover, we consider the basis projections $T: \mathcal{F} \rightarrow \mathcal{F}_{0}$ and $Q: \mathcal{G} \rightarrow \mathcal{G}_{0}$, given by

$$
T(f)=\sum_{\boldsymbol{k} \in \mathbb{I}_{0}}\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}} \cdot u_{\boldsymbol{k}}, \quad Q(g)=\sum_{\boldsymbol{k} \in \mathbb{I}_{0}}\left(g, v_{\boldsymbol{k}}\right)_{\mathcal{G}} \cdot v_{\boldsymbol{k}},
$$

which are bounded linear operators. Let further $S_{0}$ be the restriction of $S$ to $\mathcal{F}_{0}$. Consider the cone $\mathcal{C}_{t}$ defined analogously to [6, Equation (7.18)], i.e.,

$$
\begin{equation*}
\mathcal{C}_{t}:=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq t\|T f\|_{\mathcal{F}}\right\}, \quad t \geq 1 . \tag{17}
\end{equation*}
$$

While this problem was dealt with in [6] for the case of arbitrary linear information $\Lambda=\Lambda^{\text {all }}$, it remained an open question how to deal with it if one allows only standard information, which seems to be more relevant for practical cases. In our approach, any $\Lambda \subseteq \Lambda^{\text {all }}$ is allowed, and we may consider $\Lambda=\Lambda^{\text {std }}$ whenever $\mathcal{F}$ is a space of functions.
The problem matches our Assumption 1 if we let $\mathcal{H}=\mathcal{F}$. In particular, Theorem 2 applies. That is, the problem is weakly solvable on $\mathcal{C}_{t}$, whenever $S$ and $T$ are solvable on the unit ball of $\mathcal{F}$. We want to argue that the solvability of $S$ implies the solvability of $T$ and simplify the
cost bound from Theorem 2 To this end, let $A_{n}$ be an algorithm for $S$ with fixed cost $n$. We put $M_{n}=S_{0}^{-1} Q A_{n}$. This is an algorithm for the approximation of $T$ that uses at most $n$ measurements. We have

$$
\left\|T f-M_{n} f\right\|_{\mathcal{F}} \leq\left\|S_{0}^{-1}\right\| \cdot\left\|S T f-Q A_{n} f\right\|_{\mathcal{G}} \stackrel{S T=Q S}{\leq}\left\|S_{0}^{-1}\right\| \cdot\|Q\| \cdot\left\|S f-A_{n} f\right\|_{\mathcal{G}} .
$$

This means that

$$
\operatorname{comp}\left(\varepsilon, T, B_{\mathcal{F}}, \Lambda\right) \leq \operatorname{comp}\left(\frac{\varepsilon}{\left\|S_{0}^{-1}\right\| \cdot\|Q\|}, S, B_{\mathcal{F}}, \Lambda\right)
$$

Summing up, we obtain the following corollary.
Corollary 2. Consider the problem $\left(S, \mathcal{C}_{t}, \Lambda\right)$ as defined in this section. If $S$ is uniformly solvable on the unit ball, then $S$ is weakly solvable on $\mathcal{C}_{t}$. There exist $\varepsilon$-approximating algorithms $A_{\varepsilon}$ using information from $\Lambda$ such that, for all $f \in \mathcal{C}_{t}$, we have

$$
\begin{equation*}
\operatorname{cost}\left(A_{\varepsilon}, f\right) \leq 2 \cdot \operatorname{comp}\left(\min \left\{\varepsilon_{0}, \frac{c \cdot \varepsilon}{\|f\|_{\mathcal{F}}}\right\}, S, B_{\mathcal{F}}, \Lambda\right) \tag{18}
\end{equation*}
$$

where

$$
\varepsilon_{0}:=\left(5 t \cdot\left\|S_{0}^{-1}\right\| \cdot\|Q\|\right)^{-1} \quad \text { and } \quad c:=(7 t\|T\|)^{-1} .
$$

Let us see how this formula looks like in the Hilbert space setting mentioned after equation (16), where $S$ is a compact operator between Hilbert spaces. Here, $\|T\|=\|Q\|=1$ and $\left\|S_{0}^{-1}\right\|$ is the reciprocal of the smallest singular number $\sigma_{\min }$ of the mapping $S_{0}$. Thus, we have

$$
\operatorname{cost}\left(A_{\varepsilon}, f\right) \leq 2 \operatorname{comp}\left(\frac{\varepsilon}{7 t\|f\|_{\mathcal{F}}}, S, B_{\mathcal{F}}, \Lambda\right)
$$

for all $0<\varepsilon<\sigma_{\min } \cdot\|f\|_{\mathcal{F}}$.

### 4.3.1 Simple cones based on a pilot sample

In the paper [6, a setting as in the beginning of Section 4.3 is considered, but with more particular requirements regarding the norms in $\mathcal{F}$ and $\mathcal{G}$. Indeed, let us additionally assume that

$$
\begin{aligned}
\|f\|_{\mathcal{F}} & :=\left\|\left(\frac{\left(f, u_{k}\right)_{\mathcal{F}}}{\lambda_{k}}\right)_{k \in \mathbb{I}}\right\|_{\rho}, \quad \text { for some } \rho \in[1, \infty], \\
\|g\|_{\mathcal{G}} & :=\left\|\left(\left(g, v_{k}\right)_{\mathcal{G}}\right)_{k \in \mathbb{I}}\right\|_{\tau}, \quad \text { for some } \tau \in[1, \rho],
\end{aligned}
$$

where the $\lambda_{k}$ are positive reals, which we assume to be ordered:

$$
\lambda_{\boldsymbol{k}_{1}} \geq \lambda_{\boldsymbol{k}_{2}} \geq \lambda_{\boldsymbol{k}_{3}} \geq \cdots>0
$$

In this context, we write $\left\|\left(\boldsymbol{x}_{\boldsymbol{k}}\right)_{\boldsymbol{k} \in \mathbb{I}}\right\|_{\rho}$ to denote the $\ell_{\rho}$-norm of the sequence $\left(\boldsymbol{x}_{\boldsymbol{k}}\right)_{\boldsymbol{k} \in \mathbb{I}}$, and analogously for $\ell_{\tau}$. We again consider $S: \mathcal{F} \rightarrow \mathcal{G}$ such that $S\left(u_{\boldsymbol{k}}\right)=v_{\boldsymbol{k}}$ for all $\boldsymbol{k} \in \mathbb{I}$, and choose $\mathbb{I}_{0}$ as the set of integers $\left\{1,2, \ldots, n_{1}\right\}$. Then the cone in (17) takes the special form

$$
\mathcal{C}_{t}=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq t\left\|\left(\frac{\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}}{\lambda_{\boldsymbol{k}_{i}}}\right)_{1 \leq i \leq n_{1}}\right\|_{\rho}\right\} .
$$

This means that the cone $\mathcal{C}_{t}$ consists of functions whose norm can be bounded in terms of the pilot sample $\left(f, u_{\boldsymbol{k}_{1}}\right)_{\mathcal{F}}, \ldots,\left(f, u_{\boldsymbol{k}_{n_{1}}}\right)_{\mathcal{F}}$, and the mapping $T$ is given by

$$
T(f)=\sum_{i=1}^{n_{1}}\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}} \cdot v_{\boldsymbol{k}_{i}} .
$$

The paper [6] then studies an adaptive algorithm $A_{n}$, defined by

$$
A_{n}(f)=\sum_{i=1}^{n}\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}} \cdot v_{\boldsymbol{k}_{i}},
$$

where $n=n(f, \varepsilon)$ is allowed to depend on $f \in \mathcal{F}$ and on an error threshold $\varepsilon>0$, and in general $n$ may be different from $n_{1}$. The definition of $A_{n}$ requires that the information class $\Lambda$ allows access to $\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}$. Note that this is in general not fulfilled if we consider function spaces and the information class $\Lambda^{\text {std }}$, but for the sake of comparison let us consider the case that $\Lambda$ contains the measurements $\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}$.
Using the notation in Theorem 2 and its proof, we are allowed to approximate $T$ by $Q_{m}=T$, where $m=n_{1}$, because we assume that we have access to the $\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}$. Hence we obviously have $\operatorname{comp}\left(\varepsilon, T, B_{\mathcal{F}}, \Lambda\right) \leq n_{1}$ for any error threshold $\varepsilon$.
Then Theorem 2 or Corollary 2 implies the existence of an $\varepsilon$-approximating algorithm $A_{\varepsilon}$ such that

$$
\operatorname{cost}\left(A_{\varepsilon}, f\right) \leq \operatorname{comp}\left(\frac{\varepsilon}{7 t\|T f\|_{\mathcal{F}}}, S, B_{\mathcal{F}}, \Lambda\right)+n_{1} .
$$

As outlined in [6], we have

$$
\begin{equation*}
\operatorname{comp}\left(\frac{\varepsilon}{7 t\|T f\|_{\mathcal{F}}}, S, B_{\mathcal{F}}, \Lambda\right)=\min \left\{n \in \mathbb{N}_{0}:\left\|\left(\left(\lambda_{\boldsymbol{k}}\right)_{k \geq n}\right)\right\|_{\rho^{\prime}} \leq \frac{\varepsilon}{7 t\|T f\|_{\mathcal{F}}}\right\} \tag{19}
\end{equation*}
$$

where $\rho^{\prime}$ is such that $1 / \rho+1 / \rho^{\prime}=1 / \tau$. In order to determine the minimum in (19), one needs to find the minimal $n$ such that

$$
\|T f\|_{\mathcal{F}} \cdot\left\|\left(\left(\lambda_{\boldsymbol{k}}\right)_{\boldsymbol{k} \geq n}\right)\right\|_{\rho^{\prime}}=\left\|\left(\frac{\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}}{\lambda_{\boldsymbol{k}_{i}}}\right)_{1 \leq i \leq n_{1}}\right\|_{\rho} \cdot\left\|\left(\left(\lambda_{\boldsymbol{k}}\right)_{\boldsymbol{k} \geq n}\right)\right\|_{\rho^{\prime}} \leq \frac{\varepsilon}{7 t} .
$$

This corresponds to the analysis done in [6, Proof of Theorem 7.5] and leads (up to constants) to the same result. Indeed, it is shown in that paper that the cost is essentially optimal. Furthermore, using these findings, one can then analyze the problem from the viewpoint of Information-Based Complexity, and do a tractability analysis as discussed in [6]; differences in the constant are due to the fact that the results in [6] are tailored to this particular situation, whereas Theorem 2 and Corollary 2 are formulated in a much more general way.

A drawback of the approach just outlined is that we need information that is in general not contained in $\Lambda^{\text {std }}$, but we need direct access to the $\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}$. If this information is not available, then one way is to approximate the $\left(f, u_{\boldsymbol{k}_{i}}\right)_{\mathcal{F}}$, possibly by only using information from $\Lambda^{\text {std }}$, which may be more practical for applications. In this case, $Q_{m}$ will in general no longer be equal to $T$ as above, but a proper approximation of $T$. Theorem 2 and Corollary 2 enable us to analyze this situation. We present an example of such a situation in the following section.

### 4.3.2 Simple cones based on a pilot sample: $L_{2}$-approximation in weighted Korobov spaces using standard information

We now give a concrete example of the situation described in Section 4.3.1, but with an algorithm that only uses information from $\Lambda^{\text {std }}$.

Let $\mathcal{G}=L_{2}\left([0,1]^{d}\right)$ and let $\mathcal{F} \subset L_{2}\left([0,1]^{d}\right.$ be the weighted Korobov space of one-periodic functions on $[0,1]^{d}$ with smoothness $\alpha>1 / 2$, i.e.,

$$
\mathcal{F}=\left\{f: f(\boldsymbol{x})=\sum_{\boldsymbol{k} \in \mathbb{Z}^{d}} \widehat{f}(\boldsymbol{k}) e^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \quad\|f\|_{\mathcal{F}}:=\left\|\left(\widehat{f}(\boldsymbol{k}) \sqrt{r_{2 \alpha, \boldsymbol{\gamma}}(\boldsymbol{k})}\right)_{\boldsymbol{k} \in \mathbb{Z}^{d}}\right\|_{2}<\infty\right\}
$$

Here, $\gamma=\left(\gamma_{j}\right)_{j \geq 1}$ is a non-increasing sequence of reals in $(0,1]$, and

$$
r_{2 \alpha, \boldsymbol{\gamma}}(\boldsymbol{k})=\prod_{j=1}^{d} r_{2 \alpha, \gamma_{j}}\left(k_{j}\right), \quad \text { with } \quad r_{2 \alpha, \gamma_{j}}\left(k_{j}\right)= \begin{cases}1 & \text { if } k_{j}=0 \\ \gamma_{j}^{-1}\left|k_{j}\right|^{2 \alpha} & \text { otherwise }\end{cases}
$$

for $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$ (note that we always have $r_{2 \alpha, \gamma}(\boldsymbol{k}) \geq 1$ ). The space $\mathcal{F}$ is a function class commonly considered in the literature on quasi-Monte Carlo rules, see, e.g., 5].
Let $S(f)=f$, i.e., $S$ is the embedding of $\mathcal{F}$ in $\mathcal{G}$. This means that in the notation of the previous section we have $\rho=\tau=2, \mathbb{I}=\mathbb{Z}^{d}, u_{\boldsymbol{k}}=v_{\boldsymbol{k}}=e^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \circ}$, and

$$
\lambda_{\boldsymbol{k}}=\left(r_{2 \alpha, \boldsymbol{\gamma}}(\boldsymbol{k})\right)^{-1 / 2}, \quad \text { for } \boldsymbol{k} \in \mathbb{Z}^{d}
$$

For a constant $M>1$, let

$$
\mathbb{I}_{0}=\mathcal{A}_{d, M}:=\left\{\boldsymbol{k} \in \mathbb{Z}^{d}: r_{2 \alpha, \boldsymbol{\gamma}}(\boldsymbol{k}) \leq M\right\}
$$

so $\mathcal{A}_{d, M}$ contains the indices $\boldsymbol{k}$ corresponding to the "largest" Fourier coefficients of a given $f \in \mathcal{F}$, or putting it differently, $\mathcal{A}_{d, M}$ contains the collection of those $\left|\mathcal{A}_{d . M}\right|$ indices $\boldsymbol{k}$ for which the values of $\lambda_{\boldsymbol{k}}=\sqrt{r_{2 \alpha, \gamma}(\boldsymbol{k})}$ are the largest. In the notation of Section 4.3.1, $\left|\mathcal{A}_{d, M}\right|=n_{1}$.

Let the cone $\mathcal{C}_{t}$ be defined as in (17), which in this case yields

$$
\mathcal{C}_{t}=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq t\left\|\left(\widehat{f}(\boldsymbol{k}) \sqrt{r_{2 \alpha, \boldsymbol{\gamma}}(\boldsymbol{k})}\right)_{\boldsymbol{k} \in \mathcal{A}_{d, M}}\right\|_{2}\right\}
$$

Let also the mappings $T, Q$, and $S_{0}$ be defined as in the beginning of Section 4.3.
As shown in [6], an -in the sense of the cost-optimal algorithm using information from $\Lambda^{\text {all }}$ would be to approximate $f \in \mathcal{C}_{t}$ by the truncated Fourier series

$$
A_{n}(f)=\sum_{\boldsymbol{k} \in \mathcal{A}_{d, M^{\prime}}} \widehat{f}(\boldsymbol{k}) e^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}
$$

with $M^{\prime}=M^{\prime}(\varepsilon, f)$ chosen adaptively, and $\mathcal{A}_{d, M^{\prime}}$ defined anaolously to $\mathcal{A}_{d, M}$ which exactly corresponds to the algorithm $A_{n}$ in Section 4.3.1.
However, we would now like to take a different route, where we only use information from $\Lambda^{\text {std }}$. Recall that it is described in Remark 8 how we can find an $\varepsilon$-approximating algorithm on the cone $\mathcal{C}_{t}$ using only information from $\Lambda^{\text {std }}$. The algorithm consists of two successive parts:

- a homogeneous algorithm $Q_{m}$ for approximating $T$ whose worst case error on the unit ball is smaller than the constant $1 /(2 t)$,
- and a homogeneous algorithm $A_{k}$ for approximating $S$ whose worst case error on the unit ball is smaller than $\varepsilon /\left(2 t\left\|Q_{m} f\right\|_{\mathcal{H}}\right)$.
For the first part, we can consider an algorithm $Q_{m}=\widetilde{A}_{m}$ that uses an $N$-point rank-1 lattice rule to approximate Fourier coefficients of $f \in \mathcal{C}_{t}$, and then replaces the $\widehat{f}(\boldsymbol{k})$ by these approximations. Such algorithms were analyzed in, e.g., [27], see also [5] for an overview. The integration nodes used in the lattice rule are given by

$$
\boldsymbol{x}_{\ell}=\left\{\frac{\ell \boldsymbol{g}}{N}\right\}, \quad 0 \leq \ell \leq N-1,
$$

where $\{y\}=y-\lfloor y\rfloor$ denotes the fractional part of a real $y$, and where $\boldsymbol{g}$ is suitably chosen generating vector of the lattice rule. Further details on the choice of such $\boldsymbol{g}$ can be found again in [27] and [5]. Then, $\widetilde{A}_{m}$ is defined by

$$
\begin{equation*}
\left(\widetilde{A}_{m}(f)\right)(\boldsymbol{x}):=\sum_{k \in \mathcal{A}_{d, M}}\left(\frac{1}{N} \sum_{\ell=0}^{N-1} f\left(\left\{\frac{\ell \boldsymbol{g}}{N}\right\}\right) e^{-2 \pi \mathrm{i} \ell \boldsymbol{k} \cdot \boldsymbol{g} / N}\right) e^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{20}
\end{equation*}
$$

for $f \in \mathcal{C}_{t}$ and $\boldsymbol{x} \in[0,1]^{d}$. Note that $\widetilde{A}_{m}$ is linear, and in particular homogeneous. Moreover, $\widetilde{A}_{m}$ uses $m=N$ function evaluations as information measurements.

For the algorithm $A_{k}$ in the second part, one can again use an algorithm of the form (20) with index set $\mathcal{A}_{d, M^{\prime}}$ instead of $\mathcal{A}_{d, M}$ and lattice size $k$ instead of $N$, where $M^{\prime}$ and $k$ are adapted to the outcome of $\widetilde{A}_{m}(f)$. Alternatively, we can use a least-squares estimator of the form

$$
A_{k}(f)=\underset{g \in \mathcal{T}\left(\mathcal{A}_{d, M^{\prime}}\right)}{\operatorname{argmin}} \sum_{i=1}^{k}\left|f\left(x_{i}\right)-g\left(x_{i}\right)\right|^{2} .
$$

Here, $\mathcal{T}(I)$ denotes the space of all trigonometric polynomials with frequencies from $I \subset \mathbb{Z}^{d}$. This way, the information cost $k$ will be much lower than with algorithms of the form (20), see [7, 24, 29] for upper bounds using least-squares and [3, 36] for lower bounds using lattices. The points $x_{i}$ of the least-squares algorithm can simply be chosen as realizations of i.i.d. uniformly distributed random variables on $[0,1]^{d}$, see [24]. The drawback of this construction is that it only works with high probability and there is always a (very) small probability that the worst-case error of the resulting algorithm $A_{k}$ will be larger than the desired threshold $\varepsilon /\left(2 t\left\|Q_{m} f\right\|_{\mathcal{H}}\right)$.
No matter how we decide, we end up with an $\varepsilon$-approximating algorithm using information from $\Lambda^{\text {std }}$ such that (18) holds, with the same notation as in Corollary 2. We stress that this is an advancement in comparison to the results in [6], where there were no tools available to analyze algorithms and complexity for information from $\Lambda^{\text {std }}$.

### 4.3.3 Multi-layer cones

As mentioned in [6, Section 7.4], it may be advantageous to consider a definition of cones that modifies the definition (17), in order to keep better track of the decay of the quantities $\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}}$. This would help in limiting the cost of adaptive algorithms in situations where the $\left(f, u_{k}\right)_{\mathcal{F}}$ decay fast. Indeed, consider a partition of $\mathbb{I}$ into a countable number of pairwise disjoint subsets $\left(\mathbb{I}_{j}\right)_{j \geq 0}$, i.e., $\mathbb{I}=\bigcup_{j=0}^{\infty} \mathbb{I}_{j}$. For $j \geq 1$, define

$$
T_{j}: \mathcal{F} \rightarrow \mathcal{F}, \quad T_{j}(f):=\sum_{k \in \mathbb{I}_{j}}\left(f, u_{\boldsymbol{k}}\right)_{\mathcal{F}} \cdot u_{\boldsymbol{k}} .
$$

That is, the $T_{j}$ are the basis projections corresponding to the finite index sets $\mathbb{I}_{j}$.

Then, as in [6, Section 7.4], one can modify (17) to

$$
\begin{equation*}
\widetilde{\mathcal{C}}:=\left\{f \in \mathcal{F}:\left\|T_{j+\ell} f\right\|_{\mathcal{F}} \leq t v^{\ell}\left\|T_{j} f\right\|_{\mathcal{F}}, \forall j, \ell \in \mathbb{N}\right\}, \tag{21}
\end{equation*}
$$

where $v<1<t$. Opposed to the cones considered in (17), which were defined via a single reference layer, let us call $\widetilde{\mathcal{C}}$ a multi-layer cone.
One quickly realizes (using the triangle inequality) that such multi-layer cones are actually contained in a single-layer cone as in with $T$ being the basis projection for coefficients $k \in \mathbb{I}_{0} \cup \mathbb{I}_{1}$ and suitably chosen inflation factor. As such, solvability statements and upper bounds carry over from Corollary 2.

We leave it for future research to improve upon the bounds resulting from this inclusion. Noting that the information class $\Lambda^{\text {all }}$ has been dealt with in [6], this problem is especially interesting for the case of information from the class $\Lambda^{\text {std }}$.
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[^0]:    ${ }^{1}$ In principle, also the number $n=n(f)$ of measurements could be chosen adaptively; however, in the setting of $n$th minimal worst-case errors considered in the first three sections, such algorithms can be identified with algorithms using a fixed $n$ (which can be chosen as the maximum of all $n(f)$ ). In Section 4, the adaptive choice of $n$ will be of importance.

[^1]:    ${ }^{2}$ The formula in [39, Lemma 1.3] shows the factor four but only compares with the minimal error of nonadaptive algorithms, which is why an additional factor of two comes into play.

