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Abstract

The eigenmodes of resonating structures, e.g., electromagnetic cavities, are sensitive to deformations of

their shape. In order to compute the sensitivities of the eigenpair with respect to a scalar parameter, we

state the Laplacian and Maxwellian eigenvalue problems and discretize the models using isogeometric

analysis. Since we require the derivatives of the system matrices, we differentiate the system matrices

for each setting considering the appropriate function spaces for geometry and solution. This approach

allows for a straightforward computation of arbitrary higher order sensitivities in a closed-form. In

our work, we demonstrate the application in a setting of small geometric deformations, e.g., for the

investigation of manufacturing uncertainties of electromagnetic cavities, as well as in an eigenvalue

tracking along a shape morphing.

Keywords: isogeometric analysis, electromagnetism, shape derivatives

1. Introduction

In 2005, Hughes et al. [1] introduced the concept of isogeometric analysis (IGA) for the discretiza-

tion of partial differential equations (PDEs). It is a particular version of the finite element method

(FEM) using the same spline-based basis functions that are employed in computer-aided design (CAD)

systems, capable of representing many engineering geometries exactly. Another advantage of IGA is

the inter-element smoothness. As a consequence, IGA promises faster convergence, i.e., fewer degrees

of freedom are needed for the same accuracy, when compared to traditional FEM approaches [2, 3].

The method has been extended beyond applications in solid mechanics for example to electromag-

netism [4] and fluid mechanics [5]. In such applications, the (generalized) eigenvalue problem and

the spectral properties of the discretization have been a particular topic of interest in the scientific

community, see for example [6].

In the present paper, we investigate the solution of the eigenvalue problem on a parametrized

domain Ω[t] and its derivative with respect to the parameter t. This is for example relevant when
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optimizing resonant structures [7], in uncertainty quantification of eigenvalue problems [8], or for

mode tracking [9]. If considering geometries that are exactly represented by our spline-based CAD

basis functions, then the geometric deformation and its derivatives can be explicitly expressed in terms

of parameter-dependent weights and control points. In the following, we compute those derivatives

of the stiffness and mass matrices in H1(Ω) and H (curl;Ω) that are necessary to eventually determine

the derivatives of eigenvalues and -vectors, allowing their efficient and accurate approximation also

for similar geometries by means of a Taylor expansion.

The approach we follow for obtaining derivatives of stiffness and mass matrices with respect

to geometric changes is closely related to the computation of shape derivatives of PDE-constrained

optimization problems [10, 11]. Also in that context, domains are subject to a transformation (usually

represented by the action of some vector field) and sensitivities are obtained by first transforming back

to the original domain and differentiating the arising integrand. In the context of IGA, the deformation

vector field is typically defined in terms of the given control points and shape deformations are

therefore given by a change in control points. In [12], shape sensitivities in an IGA context are

considered on a discrete level where the differentiation is carried out with respect to both control points

and weights in a NURBS description. Later it was shown in [13] that, under certain assumptions,

discretization and shape differentiating commute in the context of IGA, i.e., shape derivatives actually

amount to differentiation with respect to control points. For an application of IGA-based shape

optimization in the context of electromagnetics, we refer the interested reader to [14].

The paper is structured as follows. We introduce the Laplacian and Maxwellian eigenvalue

problems and derive their weak formulations and discrete eigenvalue problems in the following. In

Section 2, we review the basics of isogeometric analysis and state the suitable function spaces for both

problem types. Subsequently, we present the closed-form formulation of the derivatives of the system

matrices on transformed domains in Section 3. We demonstrate the formulation of the shape morphing

as a suitable transformation and extend this by determining higher order derivatives. In Section 4,

we show their application in numerical examples. Finally, we conclude our work in Section 5.

1.1. Problem Setting

Given a bounded and simply connected domainΩ[t] ∈ R3 parametrized by t ∈ [0, 1], with Lipschitz

continuous boundary ∂Ω[t], we consider the Laplacian and Maxwellian eigenvalue problems with

Dirichlet boundary conditions, see e.g. [15]. In the first case, we look for eigenpairs ut , 0 and λt such

that
−∇ · (∇ut) = λ2

t ut in Ω[t]

ut = 0 on ∂Ω[t]
(1)
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and in electromagnetics, we seek electric field strengths Et , 0 and eigenvalues λt such that

∇ × (∇ × Et) = λ2
t Et in Ω[t]

Et × n = 0 on ∂Ω[t]
(2)

with outward pointing normal vector n. The resonant frequency of the field in vacuum is easily

deduced by ft =
√
λtc0
2π where c0 is the speed of light. Let us number the eigenpairs, i.e., (ut,m, λt,m) and

(Et,m, λt,m), such that λt,m−1 ≤ λt,m for m = 2, 3, . . . and note that each pair inherits the dependency on

the parameter t from the computational domain Ω[t].

1.2. Weak formulation

The well-known variational formulations of the two eigenvalue problems are, see e.g. [15]: find

λt ∈ R and ut ∈ H1
0 (Ω[t]) such that

(∇ut,∇Nt) = λt (ut,Nt) ∀Nt ∈ H1
0 (Ω[t]) , (3)

or find λt ∈ R and Et ∈ H0 (curl;Ω[t]) such that

(∇ × Et,∇ ×Nt) = λt (Et,Nt) ∀Nt ∈ H0 (curl;Ω[t]) , (4)

where we made use of the usual function spaces H1
0 (Ω[t]) and H0 (curl;Ω[t]) of square-integrable

fields with vanishing trace and tangential trace at the boundary, respectively. For further information

on function spaces in the context of Maxwell’s equations, the reader is referred to [16].

Let us follow the Ritz-Galerkin procedure and introduce a sequence of finite-dimensional spaces

W[t] ⊂ H1
0 (Ω[t]) and W[t] ⊂ H0 (curl;Ω[t]) to yield approximate solutions of dimension ndof =

dim (W[t]) or ndof = dim (W[t]), respectively. Using basis functions Nt, j ∈ W[t] and Nt, j ∈ W[t],

the unknown fields are approximated by linear combinations of basis functions

ut ≈
ndof∑
j=1

ut, jNt, j or Et ≈
ndof∑
j=1

ut, jNt, j. (5)

In both cases, the discrete solution ut = [ut,1, . . . ,ut,ndof ]
⊤ is obtained by solving the generalized eigen-

value problems

K[t]ut = λ
2
t M[t]ut and K[t]ut = λ

2
t M[t]ut (6)

where the stiffness and mass matrices are given by

K[t]i, j =
(
∇Nt,i,∇Nt, j

)
, M[t]i, j =

(
Nt,i,Nt, j

)
(7)

or in the case of electromagnetism

K[t]i, j =
(
∇ ×Nt,i,∇ ×Nt, j

)
, M[t]i, j =

(
Nt,i,Nt, j

)
(8)
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where i, j ∈ {1, . . . ,ndof}. In the following, we use only the notation K[t], M[t] for the electromagnetic

problem, however, the same steps also hold for the H1 matrices K[t], M[t]. Let us normalize the

eigenvectors using some vector u⋆ such that we can formulate the eigenvalue problem as the root

finding problem K[t]ut − λtM[t]ut

u⊤⋆M[t]ut − 1

 =
00

 (9)

with solutions (ut,m, λt,m) sorted such that λt,m−1 < λt,m for m = 2, . . . ,ndof. Note, that there are different

choices to construct the spaces W[t] and W[t]. For FEM in the case of Maxwell equations, we refer the

interested reader to [15, 16]. After discussing the derivatives of the eigenvalues and eigenvectors, we

will follow [6, 17] and introduce the IGA discretization using B-spline spaces.

1.3. Derivatives of eigenvalues and eigenvectors

The n-th derivative of the m-th eigenvector and eigenvalue with respect to the parameter t, i.e.,

u(n)
t,m =

dn

dtn ut,m and λ(n)
t,m =

dn

dtnλt,m ,

are obtained by differentiating (9), where we implicitly assume that these derivatives exist. Let us

assume du⋆/dt = 0, then we obtain the first order derivative by solving the linear systemK[t] − λt,mM[t] −M[t]ut,m

u⊤⋆M[t] 0


u′t,mλ′t,m

 =
−K[t]′ut,m + λt,mM[t]′ut,m

−u⊤⋆M[t]′ut,m

 (10)

where (·)′ denotes the first order derivative of an expression with respect to the parameter t. Repeating

the procedure, following [18], we obtain the n-th order derivative by solving the linear system
K[t] − λt,mM[t] −M[t]ut,m

u⊤⋆M[t] 0



u(n)

t,m

λ(n)
t,m

 =


rn
t,m

−
n−1∑
k=0

(
n
k

)
u⊤⋆M[t](n−k)u(k)

t,m

 (11)

with the right-hand-side

rn
t,m := −

n−1∑
k=1

(
n
k

) K[t](k) −
k∑

j=0

(
k
j

)
λ( j)

t, j M[t](k− j)

 u(n−k)
t, j −K[t](n)u(0)

t, j

+

n−1∑
j=0

(
n
j

)
λ( j)

t, j M[t](n− j)u(0)
t, j .

(12)

In the general case, i.e., to obtain a derivative of degree nmax, the system (11) must be solved repeatedly

for n = 1, . . . ,nmax since (12) includes the derivatives of ut,m and λt,m up to degree n − 1. However, as

the system matrix on the left-hand side remains the same for each order n, the implementation can

still be made efficient, e.g. when reusing the matrix factorization or preconditioner.
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To compute the corresponding derivatives of the eigenpair, we solve system (11). However, since

the matrix (K[t] − λt,mM[t]) does not have full rank in case of a multiplicity of an eigenvalue, the

system needs special treatment [19]. In [20], an algorithm is introduced which treats this rank defect

and computes higher derivatives of multiple eigenvalues.

It can be noted from (11) that the computation of (higher order) derivatives of the eigenvalues and

eigenvectors involves (higher order) derivatives of the stiffness and mass matrices K[t] and M[t]. This

will be discussed in Section 3.

2. Isogeometric Analysis

Most CAD tools store the computational geometry by its boundary representation (b-rep). The b-

rep is then internally parametrized by the union or intersection of several (possibly trimmed) NURBS

patches [21, 22]. For our following isogeometric finite element analysis, we assume that the geometry

is given by a volumetric representation consisting of untrimmed NURBS patches [23]. For example,

such a description can be obtained by trivariate CAD kernels like IRIT [24]. Each patch maps from a

reference domain Ω̂ = [0, 1]3 into the (three-dimensional) physical domain Ω[t].

We start from the ndim-dimensional basis {B̂i,p}ndim
i=1 of a one-dimensional B-spline space Sp

α of de-

gree p and regularity α. The basis is constructed from a knot vector Ξ = (ξ1, ξ2, . . . , ξndim+p+1) with

0 ≤ ξ1 ≤ ξ2 ≤ · · · ≤ ξndim+p+1 ≤ 1 using de Boor’s algorithm [25]

B̂i,0(ξ) =


1 if ξi ≤ ξ < ξi+1

0 otherwise
(13)

and for p > 0

B̂i,p(ξ) =
ξ − ξi

ξi+p − ξi
B̂i,p−1(ξ) +

ξi+p+1 − ξ
ξi+p+1 − ξi+1

B̂i+1,p−1(ξ). (14)

Please note the hat over B̂i,p. It symbolizes here and in the rest of the paper quantities and functions

that are related to the reference domain.

The construction can be straightforwardly generalized to the tensor product space

S
p1,p2,p3
α1,α2,α3

(Ω̂) := Sp1
α1

(Ω̂) ⊗ Sp2
α2

(Ω̂) ⊗ Sp2
α3

(Ω̂). (15)

Also, from the B-spline basis functions the NURBS curve

S[t](ξ) =

∑ndim
i=1 B̂i,p(ξ)wi[t]Pi[t]∑ndim

i=1 B̂i,p(ξ)wi[t]
(16)

is constructed where both the control points Pi[t] and wi[t] may depend on a parameter t. Again,

thanks to the tensor product construction, each volumetric patch is eventually given by a NURBS
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Figure 1: Illustration of a straightforward IGA mesh deformation which transforms the shape of a TESLA cell (left) to a pillbox
shape (right). The full cavity cell is composed of 5 patches, see [28, Section 3.6] for details on the multipatch approach for
TESLA and pillbox cavities. Here, only two patches are shown for visualization purposes. A suitable mesh quality can be
observed for all steps during the deformation.

mapping from the reference space Ω̂ = [0, 1]3 to the three-dimensional physical space. Possibly gluing

several patches together, we have the (multipatch) mapping

F[t] : Ω̂→ Ω[t]

for which we assume that it is (piecewise) smoothly invertible. Note, that this abstract parametrization

is convenient for shape deformations since the change of the control points P in terms of t facilitates

a (smooth) change in the shape of the computational geometry, in particular for small deformations.

Let us denote the Jacobian of the transformation F by ∂F with

∂Fi, j =
∂Fi

∂x j
(17)

for i, j = 1, . . . , 3. If we consider large deformations, the mappings must fulfill regularity assumptions,

e.g., no intersections. We formalize this by requiring that the mapping is valid, i.e., det (∂F) > 0.

We follow [17, 26] to define the compatible discretization spaces for the Laplace and Maxwell

eigenvalue problems on the reference domain as

Ŵ(Ω̂) := Sp1,p2,p3
α1,α2,α3

(Ω̂) (18)

Ŵ(Ω̂) := Sp1−1,p2,p3

α1−1,α2,α3
(Ω̂) × Sp1,p2−1,p3

α1,α2−1,α3
(Ω̂) × Sp1,p2,p3−1

α1,α2,α3−1(Ω̂) (19)

and on a single patch in the physical domain the function spaces are given by

W[t](Ω) :=
{
N : N ◦ F[t] = N̂, N̂ ∈ Ŵ(Ω̂)

}
(20)

W[t](Ω) :=
{
N : N ◦ F[t] = (∂F)−⊤N̂, N̂ ∈ Ŵ(Ω̂)

}
. (21)

Let {N̂ j}ndof
j=1 be a (finite) basis for Ŵ, then the set {N j}ndof

j=1 with N j = (∂F[t])−⊤N̂ j ◦ F[t]−1 is the corre-

sponding basis for W[t] which can be used to discretize (2). Analogously, a basis {N j}ndof
j=1 of W[t] is

constructed from a basis {N̂ j}ndof
j=1 of Ŵ by N j = N̂ j ◦ F[t]−1. In the multipatch case, the spaces are glued,

where in the Maxwellian case, we only ensure tangential continuity, see [27].

We note that considering large shape deformations with adequate mesh quality is relatively

straightforward with IGA. We demonstrate this by morphing a radiofrequency cavity into another
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shape. For this purpose, we consider the superconducting TESLA cavity [29], which is used for

particle acceleration and is designed from elliptical shapes. Its IGA control mesh with the control

points marked in red, is illustrated in the cross section view in Fig. 1 on the left. We investigate its

deformation by convex combination of control points to the cylindrical so-called pillbox cavity, cf.

Fig. 1 on the right, and observe a suitable mesh quality along all steps during the deformation.

3. Sensitivities of IGA matrices on parameter-dependent domains

In this section, given a reference domain Ω̂, two fixed physical domains Ω0, Ω1 and a parameter-

dependent physical domainΩ[t] continuously depending on a scalar parameter t satisfyingΩ[0] = Ω0

andΩ[1] = Ω1, we compute the sensitivities of the matrices K[t] and M[t] defined in (7) for the case of

H1 and K[t] and M[t] defined in (8) for the case of H (curl) with respect to the geometry parameter t.

Let F0 denote the mapping defining Ω0 from Ω̂, i.e., Ω0 = F0(Ω̂), and F̃[t] the mapping defining Ω[t]

from Ω0, i.e., Ω[t] = F̃[t](Ω0). By composition, it holds Ω[t] = F[t](Ω̂) with F[t] := F̃[t] ◦ F0, see also

Figure 2. We will make use of the following well-known transformation rules [16]:

Lemma 1. Let Ω a smooth domain, let G a smooth transformation and define Ω′ := G(Ω).

a) Let f ∈ H1(Ω′). It holds

(∇ f ) ◦G = (∂G)−⊤∇( f ◦G). (22)

b) Let f ∈ H (curl;Ω′). It holds

(curl f) ◦G =
1

det(∂G)
∂G curl (∂G⊤f ◦G). (23)

From Lemma 1 it follows that f ∈ H (curl;Ω[t]) if and only if ∂F[t]⊤f ◦ F[t] ∈ H
(
curl; Ω̂

)
.

3.1. Sensitivity of system matrices of transformed domains

We show how sensitivities of stiffness/mass matrices on a parameter-dependent domain Ω[t] =

G[t](Ω) can be computed on a reference domain Ω, see Figure 2. This can be applied either for the

setting

Ω := Ω0, G[t] := F̃[t], or Ω := Ω̂, G[t] := F[t] = F̃[t] ◦ F0,

where the mapping G[t] inherits the positivity assumption on F, i.e., det (∂G[t]) > 0.

The following lemmas state that the stiffness and mass matrices for the physical domain Ω[t] can

be written in terms of integrals over the fixed domain Ω. We begin with the case of H1 (Ω).

Lemma 2. Let t ≥ 0 fixed and let K[t] be the stiffness matrix and M[t] the mass matrix of the Laplacian as
defined in (7) on the domain Ω[t] = G[t](Ω), i.e.,

K[t]i, j =

∫
Ω[t]
∇Nt, j · ∇Nt,i dx, M[t]i, j =

∫
Ω[t]

Nt, j Nt,i dx (24)
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Ω̂

Ω0= Ω[0]

F0

F̃[t1]

Ω[t1]

F[t1]

F̃[t2]

Ω[t2]

F[t2]

F̃[t3]

Ω[t3]

F[t3]

F̃[1]

Ω1= Ω[1]

F[1]

Figure 2: Illustration of shape morphing: A physical domain Ω0, which is the image of a reference domain Ω̂ under trans-
formation F0, is continuously transformed into Ω1 = F̃[1](Ω0). For any t ∈ [0, 1] the intermediate domain is given by
Ω[t] = F̃[t](Ω0) = F[t](Ω̂) with F[t] = F̃[t] ◦ F0.

for i, j ∈ {1, . . . ,ndof} with basis functions {Nt,i}ndof
i=1 . Let Ni := Nt,i ◦G[t]. Then it holds

K[t]i, j =

∫
Ω

A[t]∇N j · ∇Ni dx, M[t]i, j =

∫
Ω

det(∂G[t])N j ·Ni dx (25)

with

A[t] := det(∂G[t])∂G[t]−1∂G[t]−⊤. (26)

Proof. By a change of variables y = G[t](x) in (24) and Lemma 1(a) we obtain for the stiffness matrix

K[t]i, j =

∫
Ω[t]
∇Nt, j · ∇Nt,i dy

=

∫
Ω

(
∇Nt, j

)
◦G[t] · (∇Nt,i

) ◦G[t] det(∂G[t]) dx

=

∫
Ω

(
∂G[t]−⊤∇N j

)
· (∂G[t]−⊤∇Ni

)
det(∂G[t]) dx

=

∫
Ω

A[t]∇N j · ∇Ni dx.

The result for the mass matrix follows straightforwardly by the same coordinate transformation. □

Next, we state the corresponding result in the case of H (curl;Ω).
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Lemma 3. Let t ≥ 0 fixed and let K[t] be the stiffness matrix and M[t] the mass matrix of the electromagnetic
problem as defined in (8) on the domain Ω[t] = G[t](Ω), i.e.,

K[t]i, j =

∫
Ω[t]
∇ ×Nt, j · ∇ ×Nt,i dx, M[t]i, j =

∫
Ω[t]

Nt, j ·Nt,i dx (27)

for i, j ∈ {1, . . . ,ndof} with basis functions {Nt,i}ndof
i=1 . Let Ni := ∂G[t]⊤Nt,i ◦G[t]. Then it holds

K[t]i, j =

∫
Ω

C[t]∇ ×N j · ∇ ×Ni dx, M[t]i, j =

∫
Ω

A[t]N j ·Ni dx (28)

with A[t] as defined in (26) and

C[t] :=
1

det(∂G[t])
∂G[t]⊤∂G[t]. (29)

Proof. A change of variables y = G[t](x) and Lemma 1(b) yields for the stiffness matrix

K[t]i, j =

∫
Ω[t]
∇ ×Nt, j · ∇ ×Nt,idy

=

∫
Ω

(
∇ ×Nt, j

)
◦G[t] · (∇ ×Nt,i

) ◦G[t] det(∂G[t])dx

=

∫
Ω

(
1

det(∂G[t])
∂G[t]∇ ×N j

)
·
(

1
det(∂G[t])

∂G[t]∇ ×Ni

)
det(∂G[t]) dx

=

∫
Ω

C[t]∇ ×N j · ∇ ×Ni dx.

For the mass matrix, we obtain with the coordinate transformation y = G[t](x)

M[t]i, j =

∫
Ω[t]

Nt, j ·Nt,idy

=

∫
Ω

Nt, j ◦G[t] ·Nt,i ◦G[t] det(∂G[t])dx

=

∫
Ω

(
∂G[t]−⊤N j

)
· (∂G[t]−⊤Ni

)
det(∂G[t]) dx

=

∫
Ω

A[t]N j ·Ni dx.

□

Lemmas 2 and 3 allow us to compute the derivatives of the stiffness and mass matrices with respect

to the shape parameter t by simply differentiating the matrices A[t] and C[t] defined in (26) and (29),

respectively.

The following result can be found, e.g., in [30].

Lemma 4. Let G[t] a smooth transformation with Jacobian ∂G[t], and A[t] be as defined in (26). Then it holds

d
dt

(
(∂G[t])−1

)
= − (∂G[t])−1

( d
dt
∂G[t]

)
(∂G[t])−1, (30)

d
dt

det(∂G[t]) =tr
(( d

dt
∂G[t]

)
∂G[t]−1

)
det(∂G[t]), (31)
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and

d
dt

A[t] =tr
(( d

dt
∂G[t]

)
∂G[t]−1

)
A[t] − (∂G[t])−1

( d
dt
∂G[t]

)
A[t]

−
(
(∂G[t])−1

( d
dt
∂G[t]

)
A[t]

)⊤
.

(32)

For sake of completeness, a proof is given in Appendix A. Using the same tools, we can also obtain

the derivative of the matrix C[t].

Lemma 5. Let G[t] a smooth transformation with Jacobian ∂G[t], and C[t] be as defined in (29). Then it holds

d
dt

C[t] = − tr
(( d

dt
∂G[t]

)
∂G[t]−1

)
C[t] +

1
det(∂G[t])

( d
dt
∂G[t]

)⊤
∂G[t]

+
1

det(∂G[t])

(( d
dt
∂G[t]

)⊤
∂G[t]

)⊤
.

(33)

Proof. By means of the chain rule, we have

d
dt

C[t] =
d
dt

(
1

det(∂G[t])
∂G[t]⊤∂G[t]

)
=

d
dt

(
1

det(∂G[t])

)
∂G[t]⊤∂G[t] +

1
det(∂G[t])

d
dt

(
∂G[t]⊤

)
∂G[t]

+
1

det(∂G[t])
∂G[t]⊤

d
dt

(∂G[t])

For the first term we get by (31) and the chain rule

d
dt

(
1

det(∂G[t])

)
∂G[t]⊤∂G[t] = −

d
dt det(∂G[t])
det(∂G[t])2 ∂G[t]⊤∂G[t]

= − det(∂G[t])
det(∂G[t])2 tr

(( d
dt
∂G[t]

)
∂G[t]−1

)
∂G[t]⊤∂G[t]

= − tr
(( d

dt
∂G[t]

)
∂G[t]−1

)
C[t],

which yields the result. □

Corollary 1. For a transformation G[t] of the form G[t](x) = x + tV(x) with a smooth vector field V, it holds
∂G[t](x) = I + t∂V(x) and thus

d
dt

det(∂G[t]) =tr
(
∂V∂G[t]−1

)
det(∂G[t]), (34)

d
dt

A[t] =tr(∂V∂G[t]−1)A[t] − (∂G[t])−1∂V A[t] − ((∂G[t])−1∂V A[t])⊤, (35)

d
dt

C[t] = − tr(∂V∂G[t]−1)C[t] +
1

det(∂G[t])
∂V⊤∂G[t] +

1
det(∂G[t])

(∂V⊤∂G[t])⊤. (36)

3.2. Application to shape morphing

We apply the results of Section 3.1 to the setting illustrated in Figure 2 so as to derive formulas for

the sensitivities of the mass and stiffness matrices in the case of the Laplacian and electromagnetics

10



on the fixed physical domainΩ0 (i.e., we setΩ := Ω0 and G[t] := F̃[t]) and on the reference domain Ω̂

(i.e., Ω := Ω̂ and G[t] := F[t] = F̃[t] ◦ F0). Recall the bases {N̂i}ndof
i=1 and {N̂i}ndof

i=1 of the discrete scalar and

vector-valued spaces Ŵ(Ω̂) and Ŵ(Ω̂), respectively. Moreover, recall that it holds for the fixed physical

domainΩ0 = F0(Ω̂). Thus, it holds that the functions N0,i := N̂i ◦F−1
0 and N0,i := (∂F0)−⊤(N̂i ◦F−1

0 ) form

bases of W[0](Ω0) and W[0](Ω0), respectively (see (20) and (21)).

Given two sets of control points {P0,i}ngeo

i=1 and {P1,i}ngeo

i=1 corresponding to an original domainΩ0 and

a target domainΩ1, respectively, represented using a spline basis of dimension ngeo, we are interested

in the stiffness and mass matrices for intermediate domains represented by a scalar parameter t ∈ [0, 1]

as well as their derivatives with respect to t. Note, that it is possible but not necessary to choose the

spaces such that the dimensions for the solution space ndof and the geometry space ngeo are the same.

Calculations on fixed physical domain Ω0. The transformation F̃[t] defined by

F̃[t](x) =
ngeo∑
i=1

(P0,i + t(P1,i − P0,i))N0,i(x), x ∈ Ω0 (37)

for t ∈ [0, 1] represents a smooth transition from Ω0 = F̃[0](Ω0) to Ω1 = F̃[1](Ω0), see also Figure 2.

Moreover, note that the transformation F̃[t] is of the form F̃[t](x) = x + tV(x) with

V(x) :=
ngeo∑
i=1

(P1,i − P0,i)N0,i(x), x ∈ Ω0.

We define Ω[t] := F̃[t](Ω0). Then we obtain for the stiffness and mass matrices on Ω[t]

d
dt

K[t]i, j =

∫
Ω0

d
dt

A[t]∇N0, j · ∇N0,i dx, (38)

d
dt

M[t]i, j =

∫
Ω0

d
dt

det(∂F̃[t])N0, j N0,i dx, (39)

in the case of the Laplacian, and

d
dt

K[t]i, j =

∫
Ω0

d
dt

C[t]∇ ×N0, j · ∇ ×N0,i dx, (40)

d
dt

M[t]i, j =

∫
Ω0

d
dt

A[t]N0, j ·N0,i dx (41)

in the case of electromagnetism. Here, the matrices A[t] and C[t] involve the transformation G[t] = F̃[t]

and their derivatives can be evaluated by means of Corollary 1 using

∂V(x) =
ngeo∑
i=1

(P1,i − P0,i)(∇N0,i(x))⊤ ∈ R3×3.

In the following section, we emphasize the spatial variable of the domain with respect to which

the differentiation is carried out by adding it as an index to the ∂-operator.

11



Calculations on reference domain Ω̂. The derivatives of stiffness and mass matrices can as well be

computed on the reference domain Ω̂, e.g., for electromagnetics as

d
dt

K[t]i, j =

∫
Ω̂

d
dt

Ĉ[t]∇ × N̂ j · ∇ × N̂i dx,

d
dt

M[t]i, j =

∫
Ω̂

d
dt

Â[t]N̂ j · N̂i dx

where Ĉ[t], Â[t] are as defined in (29) and (26), respectively, using the transformation G[t] = F[t].

Note that F[t](x̂) = (F̃[t] ◦ F0)(x̂) = F0(x̂) + tV(F0(x̂)) and thus

∂x̂F[t](x̂) =∂x̂F0(x̂) + t∂xV(F0(x̂)) ∂x̂F0(x̂) (42)

where, using N0,i ◦ F0 = N̂i,

∂xV(F0(x̂)) =∂x

ngeo∑
i=1

(P1,i − P0,i)N0,i(F0(x̂))


=∂x

ngeo∑
i=1

(P1,i − P0,i)N̂i ◦ F−1
0 (F0(x̂))


=

ngeo∑
i=1

(P1,i − P0,i)∂x̂N̂i(x̂) ∂x(F−1
0 )(F0(x̂))

=

ngeo∑
i=1

(P1,i − P0,i)∂x̂N̂i(x̂) (∂x̂F0(x̂))−1.

Thus, we have

∂x̂F[t](x̂) =∂x̂F0(x̂) + t
ngeo∑
i=1

(P1,i − P0,i)∂x̂N̂i(x̂) (∂x̂F0(x̂))−1∂x̂F0(x̂)

=∂x̂F0(x̂) + t
ngeo∑
i=1

(P1,i − P0,i)∂x̂N̂i(x̂)

3.3. Higher order derivatives

For computing higher order derivatives of the system matrices in the case of electromagnetism

exemplarily, we accordingly differentiate the terms C[t] and A[t]. Let us look at further derivatives of

the term d
dt C[t], which work analogously for d

dt A[t].

Lemma 6. Let G[t](x) = x + tV(x) a smooth transformation for a given vector field V with Jacobian ∂G[t],
and C[t] as defined in (29) and d

dt C[t] as defined in (33). Then it holds

d
dt

[
1

det(∂G[t])

]
= − 1

det(∂G[t])
tr(∂V∂G[t]−1),

d2

dt2

[
1

det(∂G[t])

]
=

1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
,

12



and

d2

dt2 C[t] = tr
[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]
C[t] − tr(∂V∂G[t]−1)

d
dt

C[t]

− 1
det(∂G[t])

tr(∂V∂G[t]−1) · [∂V⊤∂G[t] + ∂G[t]⊤∂V
]

+
2

det(∂G[t])
· ∂V⊤∂V.

The proof for this result can be found in Appendix B. This allows the computation of the second

derivative of the stiffness matrix via Lemma 3. For the computation of the third derivative, we use

the following Lemma.

Lemma 7. Let G[t](x) = x + tV(x) a smooth transformation for a given vector field V with Jacobian ∂G[t],
and C[t] be as defined in (29). Then it holds

d3

dt3 C[t] =
(
−tr(∂V∂G[t]−1) · 1

det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
− 2 · 1

det(∂G[t])
·
[
tr(∂V∂G[t]−1) · tr(∂V∂G[t]−1∂V∂G[t]−1)

+ tr(∂V∂G[t]−1∂V∂G[t]−1∂V∂G[t]−1)
])
∂G[t]⊤∂G[t]

− 6 · 1
det(∂G[t])

tr(∂V∂G[t]−1)∂V⊤∂V

+ 3 · 1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
∂V⊤∂G[t]

+ 3 · 1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
∂G[t]⊤∂V.

A proof, based on the General Leibniz rule, is presented in Appendix C.

In order to compute also higher order derivatives of C[t] and analogously for A[t], we use symbolic

differentiation for C[t] and A[t] using the Symbolic Math Toolbox [31] in MATLAB® which only

requires a few lines of code. In essence, we state the Jacobian ∂G[t](x) = I + t · ∂V(x) and the

corresponding term (29) for C[t] or (26) for A[t]. In a loop, we can then iteratively differentiate C[t]

and A[t] up to the desired order. This allows us to perform analytical differentiation easily up to high

orders and also the computation of the system matrix derivatives in closed-form [32].

4. Numerical Examples

In the following subsections, we present two applications in which we make use of our results.

4.1. Uncertainty quantification for a pillbox cavity of uncertain radius

As a first benchmark example, we consider the setting introduced in [33] and investigate the

resonant frequency of the fundamental mode of a pillbox cavity. We assume (unrealistically large)

uncertainties of the radius r and investigate the variance in the frequency with respect to the radius

13
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(a) Eigenfrequencies of the pillbox cavity estimated by the Taylor
series expansion at rd = 0.5 m using IGA and the matrix deriva-
tives; black crosses denote the result of independent eigenvalue
solver calls.
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(b) Eigenfrequencies of the pillbox cavity estimated using the
Taylor series expansion of the closed-form solution (43) at rd =
0.5 m.

Figure 3: Comparison of eigenvalues and the Taylor expansions at rd = 0.5 m.

around the design value rd = 0.5 m. We compare our solutions to the closed-form eigenvalue of the

fundamental mode

λ(r) =
x2

01

r2 (43)

where x01 is the first root of the Bessel function J0(x) [34]. We assume a uniformly distributed radius

θr ∼ U(a, b) where a = 0.2 m and b = 0.8 m and compare Taylor expansions of orders zero to seven at

the design radius in the uncertain interval in Fig. 3.

To investigate the uncertainties, we use the mappings F0 and F1 which describe the domains

corresponding to pillboxes of radius r = a and r = b, respectively. The two mappings are given by

control points P0,i and P1,i of compatible dimensions and i ∈ {1, . . . ,ngeo}, which we assemble in the

convex combination

Pi[t] = (1 − t)P0,i + tP1,i. (44)

The NURBS-related weights wi from (16) do not change with respect to the deformation parameter t

in this example. The exact definitions can be found in [32].

In Fig. 3a we show the simulation results based on IGA and the Taylor series expansions. Let

us recall that the Taylor expansions require the solution of only a single eigenvalue problem and

several linear systems (11) with the same system matrix. For reference, we add several solutions of

a conventional eigenvalue solver based on the IGA model and mark them with black crosses. For
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Figure 4: Convergence of E(λ(θr)) for the Taylor expansion around rd based on the closed-form solution and the IGA shape
derivatives for polynomials of degrees zero to fourteen.

comparison, we follow the same approach in Fig. 3b, but here perform the expansions based on the

closed-form formula (43) and obtain almost identical curves.

To illustrate the practical relevance of the Taylor series expansion, we compute the expected value

of the fundamental mode. The closed-form solution is

E(λ(θr)) =
∫ ∞

−∞
λ(θr)ρ(θr)dθr =

x2
01

b − a

(1
a
− 1

b

)
(45)

with the density ρ(θr). Now we compute the expected values using Taylor expansions of the closed-

form and numerical solution. Classical methods from uncertainty quantification, e.g., stochastic

collocation [35, 8], would solve (45) by numerical quadrature and possibly a mode matching (see

below). Here, this is not necessary, the integral is exactly evaluated by integrating the corresponding

polynomials. In Fig. 4 we plot the relative errors with respect to the closed-form solution

E(λ(r = 0.5 m)) ≈ 36.1449

for Taylor expansions up to order fourteen and observe similar convergence rates in both cases.

4.2. Eigenvalue estimation for shape morphing

We apply the shape derivatives for the eigenmode tracking described in [36], where a TESLA

cavity is morphed to a pillbox and the eigenmodes are tracked along the shape deformation for

an automatic recognition of the eigenmodes in the TESLA cavity. In order to properly follow the

eigenmodes along the deformation, a matching procedure is necessary to identify consistent modes.

For the purpose of the multi-step method in [36], we estimate the eigenmode at the next morphing step

by first order Taylor expansion and match the estimated eigenmode and candidate solutions based on

a correlation factor [9]. In this work, we propose employing higher order derivatives with respect to

the shape deformation to improve the eigenmode estimations via higher order Taylor expansion, in
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order to increase the confidence in the eigenmode matching. We exemplify this for the fundamental

(accelerating) mode of the 9-cell TESLA cavity in Fig. 5.

Analogously to above, we construct the two mappings F0 B F[t = 0] and F1 B F[t = 1], where F0

maps the reference domain on the TESLA cavity and F1 to the pillbox cavity with control points P0,i

and P1,i, respectively, of compatible dimensions. The parametrized mapping is obtained by (44).

In this example, we keep the NURBS-related weights wi constant along the shape morphing. The

definitions are stored in the repository [32]. The plot in Fig. 5 depicts the eigenfrequency along the
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·109
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f
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Tracking
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Figure 5: Tracking plot from TESLA cavity (t = 0) to pillbox cavity (t = 1). The black line indicates the tracking result achieved
with the method described in [36]. We compare this to the Taylor expansions of orders up to four at t = 0.

tracking from the TESLA cavity (at t = 0) to the pillbox cavity (at t = 1). We compare the results of

the multi-step tracking method, for which the results of each solved eigenvalue problem are marked

in the plot with black crosses, with the estimations we perform by Taylor expansions of orders zero

to four at the initial point t = 0. It can be clearly observed that the higher order Taylor expansions

significantly improve the estimation of the eigenvalue along the tracking curve.

In the convergence plots in Fig. 6 we investigate the relative error of the Taylor expansions on

the eigenvalues and on the eigenvectors, respectively, to the numerical solutions for small step sizes

around t = 0, i.e., for the TESLA cavity. To compute the relative error on the eigenvectors, we

take the Euclidean norm of the error and normalize by the norm of the numerical eigenvector at the

corresponding step. In both convergence plots, we notice that the relative errors converge with the

expected rates.
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(a) Relative error of the Taylor expansions on the eigenvalue of
the accelerating eigenmode.
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(b) Relative error of the Taylor expansions on the eigenvector of
the accelerating eigenmode.

Figure 6: Relative errors of the Taylor expansions on the accelerating eigenmode compared to the numerical solutions at each
point.

5. Conclusion

In this paper, we derived higher order sensitivities of the eigenpairs for the Laplace and the

Maxwell eigenvalue problem. We have shown how the system matrices for a parameter-dependent

domain can be computed on a reference domain of choice, as well as their derivatives with respect

to the deformation. Discretizing the problem with IGA makes the formulation of the domain trans-

formation straightforward, also when considering large shape deformations. We have shown that

our formulation also enables the computation of higher derivatives in closed-form. Enhancing the

Taylor series expansions by higher order terms allows for efficient eigenvalue tracking along a shape

morphing as well as for efficient uncertainty quantification.
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Appendix A. Proof of Lemma 4

Proof. A proof of (4) can be found in, e.g. [30]. We give the proof here for the sake of completeness.
In order to see identity (30), we observe that, for two matrices X, Y with X invertible, ∂inv(X)(Y) =

−X−1YX−1 where inv(X) = X−1. Here, ∂inv(X)(Y) is to be understood as the derivative of the matrix
inversion operator evaluated at a matrix X in the direction of a matrix Y. Thus we get

d
dt

(inv(∂G[t])) =∂inv(∂G[t])
( d

dt
∂G[t]

)
= −∂G[t]−1

( d
dt
∂G[t]

)
∂G[t]−1.

For identity (31), we use the Jacobi formula for differentiating determinants

d
dt

det(∂G[t]) = tr
(
adj(∂G[t])

d
dt
∂G[t]

)
,

where adj(X) denotes the adjugate of a matrix X. The well-known formula for the adjugate of an
invertible matrix, adj(X) = det(X)X−1, now yields

d
dt

det(∂G[t]) = tr
(
det(∂G[t])(∂G[t])−1 d

dt
∂G[t]

)
= tr

( d
dt
∂G[t](∂G[t])−1

)
det(∂G[t])

where we also used that tr(αX) = αtr(X) and tr(XY) = tr(YX).
For (32), we get by the chain rule

d
dt

A[t] =
d
dt

(
det(∂G[t])∂G[t]−1∂G[t]−⊤

)
=

d
dt

(det(∂G[t])) ∂G[t]−1∂G[t]−⊤ + det(∂G[t])
d
dt

(
∂G[t]−1

)
∂G[t]−⊤

+ det(∂G[t])∂G[t]−1 d
dt

(
∂G[t]−⊤

)
For the first term, we get by (31)

d
dt

(det(∂G[t])) ∂G[t]−1∂G[t]−⊤ = tr
(( d

dt
∂G[t]

)
∂G[t]−1

)
A[t].

For the second term we get by (30)

det(∂G[t])
d
dt

(
∂G[t]−1

)
∂G[t]−⊤ = − det(∂G[t])(∂G[t])−1

( d
dt
∂G[t]

)
(∂G[t])−1∂G[t]−⊤

= − (∂G[t])−1
( d

dt
∂G[t]

)
A[t].

Similarly, we get for the third term

det(∂G[t])∂G[t]−1 d
dt

(
∂G[t]−⊤

)
= − det(∂G[t])∂G[t]−1(∂G[t])−⊤

( d
dt
∂G[t]

)⊤
(∂G[t])−⊤

= −A[t]
( d

dt
∂G[t]

)⊤
(∂G[t])−⊤

= −
(
(∂G[t])−1 d

dt
∂G[t]A[t]

)⊤
,

where we used the fact that A[t] = A[t]⊤ in the last step. □
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Appendix B. Proof of Lemma 6

Proof. The first identity follows from (34) and the chain rule. In order to compute the second derivative
of C(t), we use that d

dt (tr(X))) = tr( d
dt X). Hence, it holds that

d
dt

tr(∂V∂G[t]−1) = tr(∂V
d
dt
∂G[t]−1) = −tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]
,

and, by the product rule,

d2

dt2

[
1

det(∂G[t])

]
=

d
dt

[
− 1

det(∂G[t])
tr(∂V∂G[t]−1)

]
= −

[
− 1

det(∂G[t])
tr(∂V∂G[t]−1)2 − 1

det(∂G[t])
tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
=

1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
.

Then it holds

d2

dt2 C(t) = − d
dt

(tr(∂V∂G[t]−1))C(t) − tr(∂V∂G[t]−1)
d
dt

C(t)

+
d
dt

(
1

det(∂G[t])

)
∂V⊤∂G[t] +

1
det(∂G[t])

∂V⊤
d
dt
∂G[t]

+
d
dt

(
1

det(∂G[t])

)
∂G[t]⊤∂V +

1
det(∂G[t])

d
dt
∂G[t]⊤∂V

= − d
dt

(tr(∂V∂G[t]−1))C(t) − tr(∂V∂G[t]−1)
d
dt

C(t)

+
d
dt

(
1

det(∂G[t])

) [
∂V⊤∂G[t] + ∂G[t]⊤∂V

]
+

1
det(∂G[t])

[
∂V⊤

d
dt
∂G[t] +

d
dt
∂G[t]⊤∂V

]
=tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]
C(t) − tr(∂V∂G[t]−1)

d
dt

C(t)

− 1
det(∂G[t])

tr(∂V∂G[t]−1) · [∂V⊤∂G[t] + ∂G[t]⊤∂V
]

+
1

det(∂G[t])
· [∂V⊤∂V + ∂V⊤∂V]

.

□

Appendix C. Proof of Lemma 7

Proof. For the computation of higher order derivatives, we apply the General Leibniz rule:

( f1 f2 . . . fm)(n) =
∑

k1+k2+···+km=n

(
n

k1, k2, . . . , km

) ∏
1≤t≤m

f (kt)
t (C.1)

We define C(t) := f1 · f2 · f3, hence

f1 =
1

det(∂G[t])
, f2 = ∂G[t]⊤, f3 = ∂G[t]
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and we compute the derivatives individually

f1 =
1

det(∂G[t])
,

d
dt

f1 = − 1
det(∂G[t])

tr(∂V∂G[t]−1)

d2

dt2 f1 =
1

det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
f2 = ∂G[t]⊤,

d
dt

f2 = ∂V⊤,
d2

dt2 f2 = 0,

and

f3 = ∂G[t],
d
dt

f3 = ∂V,
d2

dt2 f3 = 0.

To compute the derivatives with the general Leibniz rule, we must first find all m-tuples, that sum up
to n. Since the second derivatives of the functions f2 and f3 are zero, the tuples of the corresponding
terms can be neglected, since the terms vanish. This can be seen in the following table. If we simplify

tuples vanishing tuples, since f (2)
2 = f (2)

3 = 0
n = 1 (1,0,0), (0,1,0), (0,0,1)
n = 2 (0,1,1), (1,0,1), (1,1,0), (2,0,0); (0,2,0), (0,0,2)
n = 3 (3,0,0), (1,1,1), (2,1,0), (2,0,1) (0,2,1), (1,0,2), (0,1,2), (0,3,0), (0,0,3), (1,2,0)

the general Leibniz rule for the case m = 3, then it writes

( f1 f2 f3)(n) =
∑

k1+k2+k3=n

(
n

k1, k2, k3

) ∏
1≤t≤3

f (kt)
t . (C.2)

We first set n = 1 and n = 2 compute the first and second derivative, respectively, as

d
dt

C(t) =
1!

1!0!0!
f (1)
1 f (0)

2 f (0)
3 +

1!
0!1!0!

f (0)
1 f (1)

2 f (0)
3 +

1!
0!0!1!

f (0)
1 f (0)

2 f (1)
3

= f (1)
1 f (0)

2 f (0)
3 + f (0)

1 f (1)
2 f (0)

3 + f (0)
1 f (0)

2 f (1)
3

= − 1
det(∂G[t])

tr(∂V∂G[t]−1)∂G[t]⊤∂G[t] +
1

det(∂G[t])
∂V⊤∂G[t] +

1
det(∂G[t])

∂G[t]⊤∂V.

and

d2

dt2 C(t) =
2!

0!1!1!
f (0)
1 f (1)

2 f (1)
3 +

2!
1!0!1!

f (1)
1 f (0)

2 f (1)
3 +

2!
1!1!0!

f (1)
1 f (1)

2 f (0)
3 +

2!
2!0!0!

f (2)
1 f (0)

2 f (0)
3

=2 f (0)
1 f (1)

2 f (1)
3 + 2 f (1)

1 f (0)
2 f (1)

3 + 2 f (1)
1 f (1)

2 f (0)
3 + f (2)

1 f (0)
2 f (0)

3

=2 · 1
det(∂G[t])

· ∂V⊤∂V−2 · 1
det(∂G[t])

tr(∂V∂G[t]−1)∂G[t]⊤∂V

− 2 · 1
det(∂G[t])

tr(∂V∂G[t]−1)∂V⊤∂G[t]

+
1

det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
∂G[t]⊤∂G[t].

This confirms the previous results.
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Analogously, for the third derivative it holds

d3

dt3 C(t) =
3!

3!0!0!
f (3)
1 f (0)

2 f (0)
3 +

3!
1!1!1!

f (1)
1 f (1)

2 f (1)
3 +

3!
2!1!0!

f (2)
1 f (1)

2 f (0)
3 +

3!
2!0!1!

f (2)
1 f (0)

2 f (1)
3

= f (3)
1 f (0)

2 f (0)
3 + 6 f (1)

1 f (1)
2 f (1)

3 + 3 f (2)
1 f (1)

2 f (0)
3 + 3 f (2)

1 f (0)
2 f (1)

3

=

(
− tr(∂V∂G[t]−1) · 1

det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
− 2 · 1

det(∂G[t])
· tr(∂V∂G[t]−1) · tr(∂V∂G[t]−1∂V∂G[t]−1)

− 1
det(∂G[t])

· tr
[
(∂V∂G[t]−1∂V∂G[t]−1)(∂V∂G[t]−1) + ∂V∂G[t]−1∂V∂G[t]−1∂V∂G[t]−1

])
∂G[t]⊤∂G[t]

− 6 · 1
det(∂G[t])

tr(∂V∂G[t]−1)∂V⊤∂V

+ 3 · 1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
∂V⊤∂G[t]

+ 3 · 1
det(∂G[t])

[
tr(∂V∂G[t]−1)2 + tr

[
(∂V∂G[t]−1)(∂V∂G[t]−1)

]]
∂G[t]⊤∂V.

□
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