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Abstract

We consider the numerical method for fractional diffusion problems which is based on an extension to a mixed boundary value problem for a local operator in a higher dimensional space. We observe that, when this problem is discretized using tensor product spaces as is commonly done, the solution can be very well approximated by low-rank tensors. This motivates us to apply iterative low-rank approximation algorithms in order to efficiently solve this extended problem. In particular, we employ a recently proposed greedy Tucker approximation method as well as a more classical greedy rank one update method. Throughout, all objects of interest are kept in suitable low-rank approximations, which dramatically reduces the required amount of memory compared to the full formulation of the extended problem.

Our approach can be used for general, non-structured space discretizations. If the space discretization itself has tensor product structure, we can further decompose the problem in order to deal with even lower-dimensional objects. We also note that the approach can be directly applied to higher-order discretizations both in space and the extended variable.

In several numerical examples, we demonstrate the convergence behaviour of the proposed methods. In particular, the Tucker approximation approach requires only a few iterations in order to reach the discretization error in all tested settings.
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1. Introduction

In recent years fractional diffusion models rapidly increased their popularity. They are found to accurately describe various non-local physical processes, whose better understanding is important for different research fields.

On the other hand, the theoretical setup and the efficient solving of such application-driven problems, involving non-local operators is rather complicated. There are at least two non-equivalent definitions for the fractional diffusion operator. The first one is based on Riesz potential, while the second one involves the spectral decomposition of the corresponding non-fractional elliptic operator. The presence of highly singular kernels and the necessity to deal with an unbounded region of integration make the former approach numerically expensive even in low spatial dimensions. The density of the stiffness matrix of the finite element
discretization of the latter approach and the need of fine computational meshes, due to low FEM accuracy for spectral fractional diffusion problems, create serious numerical problems, when directly attacking it. There are four general alternatives, based on transformation of the original spectral problem to some auxiliary local problems, that allow for solving real life applications of fractional diffusion models in computational domains with general geometry. In the first one the original problem is extended to a mixed boundary value problem in the semi-infinite cylinder \cite{13,14}. In the second one the original problem is transformed to a pseudo-parabolic one \cite{15}. For the third one an exponentially convergent quadrature scheme for the Dunford-Taylor integral representation is applied for approximating the fractional diffusion operator \cite{16}. Different types of quadrature rules, such as Gauss-Jacobi, have also been considered in the literature \cite{17,18,19}. Here, the fractional power of the elliptic operator is approximated using Padé techniques. For the forth one, best uniform rational approximation techniques are used in order to approximate the action of the dense fractional FEM matrix by solving several linear systems with sparse matrices, that are positive diagonal shifts of the non-fractional FEM matrix \cite{20}.

Some further developments of these approaches can be found, e.g., in \cite{21,22,23,24,25}, as well as in \cite{26,27}, where first efficient parallel algorithms are presented.

In this work, we use the first approach mentioned above, the extension method to a mixed boundary-value problem, as a starting point. The characterization of an arbitrary fractional power of the Laplacian as a Dirichlet-to-Neumann mapping of an extended problem in a semi-infinite cylinder in a space of one higher dimension was rigorously studied by Caffarelli and Silvestre \cite{28} for problems posed on the full space $\mathbb{R}^d$, and in the later publications \cite{29,30,31} for bounded domains $\Omega \subset \mathbb{R}^d$. A discretization method based on this idea was proposed in \cite{13}, and an efficient multilevel solver for the resulting $d + 1$-dimensional problem was described in \cite{14}. A hybrid FEM-spectral method based on the same idea was recently proposed in \cite{32}.

We observe that the discrete solution of the $d + 1$-dimensional elliptic partial differential equation used in this extension method admits a highly efficient approximation by low-rank matrices. This observation motivates the reformulation of this extended problem as a linear system on tensors where both the operator on the left-hand side and the given right-hand side have low rank in a suitable sense, and also the solution tensor can be well approximated with low rank. We then apply iterative solution methods for such tensor linear systems to this problem which operate directly on such low-rank representations. In particular, we consider a greedy rank one update (GROU) algorithm (see also \cite{33}) and a greedy Tucker approximation (GTA) algorithm recently proposed in \cite{34}. In both cases, we exploit the symmetric positive definiteness of the operator in order to find best rank one approximations to the solution. In the GROU method, these rank one approximations are simply added to the previous iterate. In the GTA method, we use a more sophisticated approach where we build a tensor product subspace which contains all rank one approximations and then perform Galerkin projection of the solution into this small space.

Both algorithms are very memory efficient, never requiring the construction of the full stiffness matrix for the extended problem, but only certain lower-dimensional objects. Also, the solution field is not stored as a full $\mathbb{R}^{d+1}$-dimensional object, but rather as a low-rank tensor represented either in the canonical format in the GROU method or as a Tucker tensor in the GTA method. Therefore, these approaches allow us to solve problems which would not be tractable with classical solvers due to memory limitations.

In several numerical examples, we demonstrate that the GTA method reaches the discretization error after only few iterations in all tested problems. The simpler GROU method has similar good performance in some examples, but performs significantly worse in 2D problems whose extended formulations are fully decomposed into 3D tensor equations. This behavior matches earlier numerical experiments for the Poisson equation \cite{34}.

A further benefit of these tensor-based iterative methods is that they are essentially fully algebraic and immediately generalize, e.g., to higher-order discretizations both in the spatial and the extended variable as well as to different discretization schemes such as Isogeometric Analysis, as we demonstrate in our tests.

There have been previous efforts to apply low-rank methods to the solution of fractional partial differential equations. In particular, we point out the work \cite{35}, which treats problems in tensor product domains and uses a tensor train (TT) format in order to approximate the solution. An optimal control problem with fractional elliptic constraint has been treated using tensor methods in \cite{36}, again relying on tensor product spaces. We also point out the earlier work \cite{37} which uses hierarchical Kronecker tensor product
approximation for nonlocal problems in high-dimensional tensor product spaces. An advantage of our method over all these previous approaches is that it works for arbitrary space discretizations, whereas the previous approaches require the problem to be posed in a tensor product space.

The remainder of the paper is outlined below. First we introduce the fractional diffusion problem as well as the extension method for its solution in Section 2. In Section 3, we introduce some fundamental notions of tensors and tensor approximation and then describe the two main algorithms which we use to solve low-rank tensor linear systems. In Section 4, we describe how to apply these algorithms to our discretization of the extension method and discuss some practical aspects. Finally, we present several numerical examples in Section 5.

2. The extension method for fractional diffusion

2.1. The fractional diffusion problem

Given some open and bounded domain $\Omega \subset \mathbb{R}^d$, $s \in (0, 1)$, and a suitable right-hand side $f$ defined on $\Omega$, we consider the fractional diffusion equation

$$L^s u = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \Gamma = \partial \Omega,$$

(1)

where $L^s u = -\text{div}(A \nabla u)$ is a self-adjoint, elliptic diffusion operator with $A(x) \in \mathbb{R}^{d \times d}$ symmetric and uniformly positive definite. It is a nontrivial question how to define the fractional operator power $L^s$, and we refer the reader to [38, 39] and the references therein for various approaches to the definition of fractional derivatives and fractional operator powers.

Herein, we consider only bounded domains with homogeneous Dirichlet boundary conditions, which allows a relatively simple spectral definition of the fractional operators. Under the above assumptions, $L$ admits a system of eigenfunctions $u_j$ with corresponding eigenvalues $\lambda_j > 0$ such that

$$L u_j = \lambda_j u_j \quad \forall j = 1, 2, \ldots$$

and $(u_i, u_j) = \delta_{ij}$, where $(\cdot, \cdot)$ denotes the $L_2$-inner product in $\Omega$. A fractional power of $L$ can then be defined as

$$L^s u = \sum_{j=1}^{\infty} \lambda_j^s (u, u_j) u_j.$$

(2)

As outlined in the introduction, various methods have been proposed in order to numerically solve this problem. In the following, we recall a method based on extension of the non-local fractional diffusion problem to a Neumann-to-Dirichlet mapping for a local, but higher-dimensional problem.

2.2. The extension method

We summarize here the approach of Nochetto, Otárola and Salgado [13]. We let $\alpha = 1 - 2s \in (-1, 1)$ and introduce an extended boundary value problem for a function $U(x, y)$, $x \in \Omega$, $y \in (0, \infty)$ given by

$$-\text{div}(y^\alpha \tilde{A} \nabla U) = 0 \quad \text{in } \Omega \times (0, \infty), \quad \lim_{y \to \infty} U(x, y) = 0 \quad \forall x \in \Omega,$$

$$U(x, y) = 0 \quad \forall x \in \partial \Omega, \quad y \in (0, \infty), \quad -(\lim_{y \to 0} y^\alpha \partial_y U(x, y)) = d_s f(x) \quad \forall x \in \Omega,$$

where $\tilde{A}(x, y) = \text{diag}(A(x), 1) \in \mathbb{R}^{(d+1) \times (d+1)}$ and

$$d_s = 2^{1-2s} \frac{\Gamma(1-s)}{\Gamma(s)}$$
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is a dimension-independent constant involving the gamma function $\Gamma$. The solution $u$ of problem (1) is then given by the Dirichlet trace

$$u(x) = U(x, 0) \quad \forall x \in \Omega.$$  

Since $U$ decays exponentially with $y$, it is justified to truncate the above problem to a finite cylinder $\Omega \times (0, Y)$ with some $Y > 0$ and enforce homogeneous Dirichlet boundary conditions on $\Omega \times \{Y\}$ instead of the decay condition; cf. [13] for the corresponding analysis. With suitable test functions $V(x, y)$ which vanish at the Dirichlet boundaries $\partial \Omega \times (0, Y)$ and $\Omega \times \{Y\}$, the variational formulation reads

$$a(U, V) := \int_{\Omega \times (0, Y)} y^n A \nabla U \cdot \nabla V \, dx \, dy = d_s \int_{\Omega} f(x) V(x, 0) \, dx. \quad (3)$$

In order to discretize this problem, we introduce a finite-dimensional space $V_h \subset H^1_0(\Omega)$ which satisfies the homogeneous Dirichlet boundary conditions and which is spanned by a basis $\{\varphi_j\}_{j=1}^m$. Typically, this space will be a standard finite element space, say, piecewise linear functions over a triangulation composed of simplices. Furthermore, we introduce a discrete space for the extended direction $W^e_h \subset C(0, Y)$ with the Dirichlet boundary condition $\psi_j(Y) = 0$. The problem (3) is then discretized using tensor product basis functions

$$\varphi_i(x)\psi_j(y) \quad \forall i = 1, \ldots, n, j = 1, \ldots, m, x \in \Omega, y \in (0, Y).$$

In order to compute the stiffness matrix, we choose two arbitrary tensor product basis functions $U(x, y) = \varphi_i(x)\psi_j(y)$ and $V(x, y) = \varphi_{i'}(x)\psi_{j'}(y)$ and find that

$$a(U, V) = \int_{\Omega \times (0, Y)} y^n A \nabla \varphi_i(x) \cdot \nabla \varphi_{i'}(x) \psi_j(y) \, dx \, dy$$

$$a(U, V) = \left( \int_{0}^{Y} y^n \psi_j(y) \, dy \right) \left( \int_{\Omega} A \nabla \varphi_i(x) \cdot \nabla \varphi_{i'}(x) \, dx \right) + \left( \int_{0}^{Y} y^n \psi_{j'}(y) \, dy \right) \left( \int_{\Omega} \varphi_i(x) \varphi_{i'}(x) \, dx \right).$$

Thus the stiffness matrix for the extended problem (3) is given as the sum of the two Kronecker products

$$A = M_{y}^{(\alpha)} \otimes K + K_{y}^{(\alpha)} \otimes M, \quad (4)$$

where $K, M \in \mathbb{R}^{n \times n}$ are the standard symmetric and positive definite stiffness and mass matrices

$$K_{ij} = (A \nabla \phi_j, \nabla \phi_i), \quad M_{ij} = (\phi_j, \phi_i) \quad \forall i, j = 1, \ldots, n,$$

and $M_{y}^{(\alpha)} \in \mathbb{R}^{m \times m}$ and $K_{y}^{(\alpha)} \in \mathbb{R}^{m \times m}$ are the weighted mass and stiffness matrices

$$[M_{y}^{(\alpha)}]_{ij} = \int_{0}^{Y} y^n \psi_j(y) \psi_i(y) \, dy, \quad [K_{y}^{(\alpha)}]_{ij} = \int_{0}^{Y} y^n \psi_{j'}(y) \psi_{i'}(y) \, dy.$$  

Formula (4) provides a simple way of computing the stiffness matrix for the extended problem. We also point out that the formula holds for arbitrary Galerkin discretizations of the spatial problem and as such can also be used for higher-order finite element methods or Isogeometric Analysis discretizations [10].

For the discrete space $W^e_h$, we choose linear splines over a graded mesh as suggested in [13]. That is, we choose a mesh grading parameter $\gamma \geq 1$ and construct the nodes of our mesh as

$$y_j = Y \left( \frac{j}{m} \right)^{\gamma}, \quad j = 0, \ldots, m. \quad (5)$$

Over this mesh, we build a standard piecewise linear spline space with a basis of hat functions $\{\psi_j\}_{j=1}^m$. In [13], it is suggested to use $\gamma > 3/(1 - s)$. 

4
3. Low-rank tensor approximation methods for the solution of linear systems

3.1. Tensors, rank and low-rank approximation

We first introduce some general notions about tensors and low-rank approximation. We denote a tensor of order $d$ and dimensions $N_1, \ldots, N_d$ by $B \in \mathbb{R}^{I} := \mathbb{R}^{N_1 \times \cdots \times N_d}$ with $I = \{1, \ldots, N_1\} \times \cdots \times \{1, \ldots, N_d\}$.

**Definition 1.** The $d$-dimensional tensor product of vectors $x^j \in \mathbb{R}^{N_j}$, $j = 1, \ldots, d$ is the tensor $x^1 \otimes \cdots \otimes x^d \in \mathbb{R}^I$ with the entries $[x^1 \otimes \cdots \otimes x^d]_{i_1, \ldots, i_d} = x^1_{i_1} \cdots x^d_{i_d}$.

**Definition 2** ([41]). The rank of $B$ is the smallest $R \in \mathbb{N}_0$ such that there exist vectors $x^r_j \in \mathbb{R}^{N_j}$, $j = 1, \ldots, d$, $r = 1, \ldots, R$ with $B = \sum_{r=1}^{R} x^1_r \otimes \cdots \otimes x^d_r$.

Often, we are interested in low-rank approximations to tensors of higher rank. As a norm to measure the distance between tensors, we will always use the Frobenius norm $\|B\|^2 = \sum_{(i_1, \ldots, i_d) \in I} B_{i_1, \ldots, i_d}^2 = \langle B, B \rangle$, where $\langle \cdot, \cdot \rangle$ denotes the Frobenius inner product.

If $X^*$ minimizes the error $\|B - X\|$ among all tensors $X \in \mathbb{R}^I$ of rank at most $R \in \mathbb{N}_0$, we call $X^*$ a best rank $R$ approximation to $B$. Note that, for $d > 2$, such a best approximation may not be unique or not even exist [42].

A popular method for computing best rank $R$ approximations is the Alternating Least Squares (ALS) algorithm. It is based on sequentially fixing all but the $k$-th factor and minimizing the error of the resulting approximation by optimizing only the $k$-th factor, which means solving a linear least squares problem. For the sake of completeness, we give a variant of this algorithm for the best rank one approximation problem in Algorithm 1. Possible stopping criteria for Algorithm 1 include reaching a fixed number of iterations, the reduction of the target functional to a desired level, or stagnation of the changes in the factors $x_j$.

**Algorithm 1 Alternating least squares for rank 1 approximation (ALS)**

```plaintext
function ALS($B \in \mathbb{R}^I$)
    choose nonzero starting vectors $x_j \in \mathbb{R}^{N_j}$, $j = 1, \ldots, d$
    while not converged do
        for $k = 1, \ldots, d$ do
            solve the linear least squares problem $x_k \leftarrow \arg \min_{y \in \mathbb{R}^{N_k}} \|B - x_1 \otimes \cdots \otimes x_{k-1} \otimes y \otimes x_{k+1} \cdots \otimes x_d\|^2$
        end for
    end while
    return $(x_1, \ldots, x_d)$
end function
```

For details on how to solve the linear least squares problems which occur within Algorithm 1, we refer to the literature, e.g., [43].
3.2. Multiway tensor product and Tucker tensor format

Above we noted that, for \( d > 2 \), there are certain difficulties associated with the best rank \( R \) approximation. In order to circumvent these problems, different low-rank tensor representations have been developed. In the following, we introduce the so-called Tucker or tensor subspace representation.

**Definition 3.** Given \( d \) matrices \( U_j \) and a tensor \( X \) of order \( d \),

\[
U_j \in \mathbb{R}^{N_j \times r_j}, \quad j = 1, \ldots, d, \quad X \in \mathbb{R}^{r_1 \times \cdots \times r_d},
\]

where \( N_j, r_j \in \mathbb{N} \), the **multiway tensor product** is the tensor

\[
T = (U_1, \ldots, U_d) \cdot X \in \mathbb{R}^{N_1 \times \cdots \times N_d}
\]

with the entries

\[
T_{i_1, \ldots, i_d} = \sum_{\alpha_1=1}^{r_1} \cdots \sum_{\alpha_d=1}^{r_d} [U_1]_{i_1, \alpha_1} \cdots [U_d]_{i_d, \alpha_d} X_{\alpha_1, \ldots, \alpha_d}, \quad (i_1, \ldots, i_d) \in I.
\]

The following two properties of this product follow from the definition.

- For arbitrary matrices \( Q_j, U_j \) of compatible sizes, we have
  \[
  (Q_1, \ldots, Q_d) \cdot ((U_1, \ldots, U_d) \cdot X) = (Q_1 U_1, \ldots, Q_d U_d) \cdot X. \tag{7}
  \]

- Let \( A = A_1 \otimes \cdots \otimes A_d : \mathbb{R}^d \rightarrow \mathbb{R}^d \) be a rank one tensor linear operator, where \( A_j : \mathbb{R}^{N_j} \rightarrow \mathbb{R}^{N_j} \) are matrices. By this we mean that the application of \( A \) to a rank one tensor \( x_1 \otimes \cdots \otimes x_d \) is given by
  \[
  A(x_1 \otimes \cdots \otimes x_d) = (A_1 x_1) \otimes \cdots \otimes (A_d x_d).
  \]

In practice, such an operator is often represented as the Kronecker product of the matrices \( A_j \). The application of \( A \) to a tensor \( B \in \mathbb{R}^d \) is then given by

\[
AB = (A_1, \ldots, A_d) \cdot B. \tag{8}
\]

We say that a tensor \( T \in \mathbb{R}^d \) is in **Tucker format** [44] or **tensor subspace representation** [45] if it has the form (6), and we call the tuple \((r_1, \ldots, r_d)\) its Tucker rank or multilinear rank assuming that it is the minimal tuple which allows such a representation.

A Tucker tensor can be represented on a computer by storing only the matrices \( U_j \) and the core tensor \( X \). If \( N_j = N \) and \( r_j = r \), this requires the storage of \( dNr + \rho d \) floating point numbers, rather than \( N^d \) for the same tensor in full tensor format. The storage \( \rho d \) required for the core tensor \( X \) still grows exponentially with the order \( d \), which makes other representations such as the hierarchical Tucker format [10, 45] or the tensor train format [17] more desirable for high-dimensional problems. Nevertheless, the simplicity of the Tucker format makes it attractive in low-dimensional settings.

3.3. Rank one approximation of solutions of tensor linear systems

We now turn our attention to the approximation of a tensor \( Z \in \mathbb{R}^d \) which is given as the solution of a tensor linear equation

\[
AZ = F,
\]

where \( A : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is symmetric positive definite linear operator on tensors and \( F \in \mathbb{R}^d \). We will always assume \( A \) to have low Kronecker rank. By this we mean that there exists a rank \( R_A \in \mathbb{N} \) and (possibly sparse) matrices \( A_j^\rho \in \mathbb{R}^{N_j \times N_j}, \quad j = 1, \ldots, d, \quad \rho = 1, \ldots, R_A, \) such that for all \( x_j \in \mathbb{R}^{N_j}, \quad j = 1, \ldots, d, \) we have

\[
A(x_1 \otimes \cdots \otimes x_d) = \sum_{\rho=1}^{R_A} (A_1^\rho x_1) \otimes \cdots \otimes (A_d^\rho x_d). \tag{9}
\]

The so-called “greedy Tucker approximation” (GTA) algorithm, first introduced in [34], for the solution of such low-rank tensor linear systems is an iterative method based on the following ideas:
1. the successive rank one approximation to the solution of the linear system with the current residual,
2. the greedy construction of a low-dimensional tensor subspace which is spanned by this sequence of
rank one approximations,
3. the Galerkin projection of the unknown solution $Z$ into this low-dimensional space.

First, we discuss how to obtain rank one approximations to the solution. The symmetric positive definite
operator $A$ induces the energy norm $\|X\|_A := \sqrt{\langle AX, X \rangle}$. The minimization of the error in the energy norm

$$\|Z - X\|_A^2 = \|Z\|_A^2 + \|X\|_A^2 - 2 \langle AZ, X \rangle = \|Z\|_A^2 + \|X\|_A^2 - 2 \langle F, X \rangle$$

is thus equivalent to the minimization problem $\|X\|_A^2 - 2 \langle F, X \rangle \to \min$, which can be treated by an Alternating Least Squares method analogous to Algorithm 1 in order to obtain a best rank one approximation $x_1 \otimes \ldots \otimes x_d$ to the current error in the energy norm. The update rule for the vector $x_k$ is obtained by taking the gradient of $\|X\|_A^2 - 2 \langle F, X \rangle$ with respect to $x_k$ and setting it to 0. The resulting algorithm is shown in Algorithm 2 below.

Algorithm 2 Alternating least squares for s.p.d. linear systems (ALS-LS-SPD)

function ALS-LS-SPD($A : \mathbb{R}^I \to \mathbb{R}^I$, $F \in \mathbb{R}^I$)
    choose nonzero starting vectors $x_j \in \mathbb{R}^{N_j}$, $j = 1, \ldots, d$
    while not converged do
        for $k = 1, \ldots, d$ do
            update $x_k$ by solving the linear equation
            $$\sum_{\rho=1}^{R_A} \left( \sum_{1 \leq j < d, j \neq k} x_j^T A_{\rho j} x_j \right) A_{\rho k} x_k = (x_1^T, \ldots, x_{k-1}^T, I_{N_k}, x_{k+1}^T, \ldots, x_d^T) \cdot F$$
        end for
    end while
    return $(x_1, \ldots, x_d)$
end function

3.4. The algorithm GTA-LS-SPD

We now describe the algorithm GTA-LS-SPD for approximating solutions of tensor linear systems in Tucker format, first given in [34].

We start with an empty Tucker tensor $T = 0$ and empty matrices (i.e., with zero columns) $U_j$, $j = 1, \ldots, d$, which represent the empty tensor product subspace before the first iteration. In each iteration, we compute the rank one tensor $x_1 \otimes \ldots \otimes x_d$ which minimizes the residual $\|F - A(T + x_1 \otimes \ldots \otimes x_d)\|$ by Algorithm 2 (Step 1). We then enrich the tensor product subspace such as to include this new rank one approximation by extending each matrix $U_j$ with the vector $x_j$ and orthonormalizing by a modified Gram-Schmidt procedure. We denote the result of this Step 2 by

$$\text{orth}(U_j, x_j),$$

which is a matrix with the same number of rows and one more column than $U_j$ such that span(orth($U_j, x_j$)) = span($U_j$) + span{$x_j$} and orth($U_j, x_j$) has orthonormal columns.

The final Step 3 is to approximately satisfy the linear equation $AZ = F$ in the tensor subspace spanned by the bases $(U_1, \ldots, U_d)$. To this end, we introduce the linear operators

$$U : \mathbb{R}^r_1 \times \cdots \times r_d \to \mathbb{R}^{N_1} \times \cdots \times N_d, \quad U_X = (U_1, \ldots, U_d) \cdot X,$$

$$U^T : \mathbb{R}^{N_1} \times \cdots \times N_d \to \mathbb{R}^r_1 \times \cdots \times r_d, \quad U^T Y = (U_1^T, \ldots, U_d^T) \cdot Y.$$
and seek a coefficient tensor $X \in \mathbb{R}^{r_1 \times \cdots \times r_d}$ such that, in some sense,

$$A(UX) \approx F.$$ 

Since the operator $A$ stems from a Galerkin discretization of a partial differential equation, it seems natural to perform this approximation by another Galerkin projection of the variational interpretation

$$\langle AZ, \psi \rangle = \langle F, \psi \rangle \quad \forall \psi \in \mathbb{R}^I,$$

to the tensor subspace spanned by $U$. This results in the problem: find $\varphi \in \text{range}(U) \subset \mathbb{R}^I$ such that

$$\langle A\varphi, \psi \rangle = \langle F, \psi \rangle \quad \forall \psi \in \text{range}(U),$$

or equivalently, finding $X \in \mathbb{R}^{r_1 \times \cdots \times r_d}$ such that

$$\langle AU^i X, U^j Y \rangle = \langle F, U^j Y \rangle \quad \forall Y \in \mathbb{R}^{r_1 \times \cdots \times r_d}. $$

Thus, (10) is solved by $\varphi = UX$, where $X$ is the solution of the linear system

$$(U^T A U) X = U^T F.$$ 

Since in our case $A$ stems from the Galerkin discretization of a coercive and bounded bilinear form, then, by Céa’s lemma (see, e.g., [48]), the unique solution $\varphi$ is a quasi-optimal approximation to $Z$ in the space spanned by $U$. The constant of quasi-optimality depends only on the underlying variational problem (namely, on the constants in the coercivity and boundedness estimates), but not on $U$.

The algorithm GTA-LS-SPD which combines Steps 1–3 is given in Algorithm 3. We can terminate the algorithm either after a fixed number of iterations or once the initial residual has been reduced by a desired tolerance factor.

Algorithm 3 Greedy Tucker approximation for linear systems (GTA-LS-SPD)

```plaintext
function GTA-LS-SPD(A : $\mathbb{R}^I \to \mathbb{R}^I$, F ∈ $\mathbb{R}^I$)
    let $U_j = \{\}$ for $j = 1, \ldots, d$, $X = 0$
    for $k = 1, 2, \ldots, R$ do
        $T \leftarrow (U_1, \ldots, U_d) \cdot X$
        $(x_1, \ldots, x_d) = \text{ALS-LS-SPD}(A, F - AT)$
        for $j = 1, \ldots, d$ do
            $U_j \leftarrow \text{orth}(U_j, x_j)$
        end for
        $X \leftarrow (U^T A U)^{-1} U^T F$
    end for
    return $(U_1, \ldots, U_d), X$
end function
```

If $F$ is given in low-rank Tucker format, we also obtain the residual $F - AT$ in low-rank Tucker format by combining properties [8] and [7]. In order to add Tucker tensors, we use the procedure described in detail in [45]. The trivial addition of Tucker tensors also increases the resulting Tucker rank additively, which may make the application of ALS-LS-SPD too expensive. Therefore, we apply HOSVD projection as described in [45] to reduce the Tucker rank of the residual before invoking ALS-LS-SPD.

In each iteration, we obtain $X$ by solving the smaller $(r_1 \cdot \ldots \cdot r_d)$ unknowns linear system (11). The matrix to be inverted here generally is dense and has size $k^d \times k^d$ in the $k$-th iteration. For the problems we consider here, this linear system usually remains small enough so that it can be solved efficiently by a direct solver. If this is not the case, the solution of this inner problem may be sped up by means of Gauss-Seidel iteration as described in [45].
3.5. The Greedy Rank One Update algorithm for linear systems

For the sake of comparison, we give a simple greedy rank one update algorithm for symmetric positive definite systems, GROU-LS-SPD. Algorithm 4. Like GTA-LS-SPD, this method is based on successive best rank one approximations, but simply adds them up, resulting in an approximation in canonical form and does not consider optimization in tensor product subspaces.

Algorithm 4 Greedy rank one updates for linear systems (GROU-LS-SPD)

```plaintext
function GROU-LS-SPD(\( A : \mathbb{R}^L \to \mathbb{R}^L, F \in \mathbb{R}^L \))
    let \( X_0 = 0 \)
    for \( k = 1, 2, \ldots, R \) do
        \((x_1, \ldots, x_d) = \text{ALS-LS-SPD}(A, F - AX_{k-1})\)
        \( X_k = X_{k-1} + x_1 \otimes \cdots \otimes x_d \)
    end for
    return \( X_R \)
end function
```

4. Application of tensor algorithms to the extension method

4.1. Formulation as a tensor linear system

The solution of the discretized extended problem \( \Omega \) has a coefficient vector of length \( mn \) which may be interpreted as a matrix \( Z \in \mathbb{R}^{m \times n} \). Our goal is to exploit the low-rank structure of this matrix in order to construct fast solvers for \( \Omega \). Of course, this can only be successful if this solution matrix can be well approximated with a matrix of low rank. One way to ascertain this is by exploiting knowledge about the smoothness of the solution; see, e.g., [49]. For the present study, we limit ourselves to numerical evidence that the solution can be approximated with low rank. To this end, we compute the discrete solution of the extended problem \( \Omega \) for a range of one-dimensional discretizations \( V_h \) and with the right-hand side \( f = 1 \), reshape the result into a \( m \times n \) matrix and compute its singular values. The result is shown in Figure 1 for uniform space discretizations \( V_h \) with \( n = 100, 200 \) and 400 degrees of freedom with the choice \( m = n/2 \). Only the first 40 of the \( n/2 \) singular values are shown.

![Figure 1: First singular values of solution matrix of the extended problem, where \( \Omega = (-1, 1) \).](image)

The figure shows that (1) the singular values decay very rapidly, meaning that the solution matrix can be very well approximated by a matrix of low rank, and (2) the decay rate depends only very mildly on the number of degrees of freedom, meaning that the required rank grows only slowly with \( n \).
We represent the linear mapping represented by the stiffness matrix $A$ from (1) as $A: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ by setting, for vectors $v \in \mathbb{R}^m$, $u \in \mathbb{R}^n$,

$$A(v \otimes u) = (M^{(\psi)}_y v) \otimes (Ku) + (K^{(\psi)}_y v) \otimes (Mu),$$

(12)

where $v \otimes u = vu^T \in \mathbb{R}^{m \times n}$ is the rank one outer product of vectors. The definition of $A$ for matrices of higher rank follows by linearity. Thus, the operator $A$ falls into the class of admissible operators described in (9) with $R_A = 2$. We also note that by linearity, property (8) describes how to apply a low-rank operator such the one in (12) to an arbitrary tensor $B$.

Then problem (3) is equivalent to finding the matrix solution $Z \in \mathbb{R}^{m \times n}$ of the linear equation

$$AZ = F,$$

(13)

where $F \in \mathbb{R}^{m \times n}$ is the discretized right-hand side of (3) reshaped into a matrix. If we denote by $f \in \mathbb{R}^n$ the coefficient vector of the $L_2$-projection of $f$ with respect to the basis of $V_h$, then

$$d_s \int_{\Omega} f(x) \phi_i(x) \psi_j(0) \, dx = d_s \psi_j(0)[Mf]_i \quad \forall i = 1, \ldots, n, j = 1, \ldots, m,$$

and thus

$$F = d_s c \otimes Mf,$$

(14)

where the vector $c \in \mathbb{R}^n$ is given by $c_j = \psi_j(0)$. This makes it clear that $F$ has rank one.

Thus, (13) is a linear equation where the right-hand side has rank one, the operator $A$ has Kronecker rank $R_A = 2$, and the solution $Z$ can be well approximated with low rank according to our numerical observations above. These facts allow us to apply the solvers described in Section 3 in order to exploit this low-rank structure and approximate the solution $Z$ by means of low-rank matrices.

4.2. Full and partial tensor decomposition

In the previous subsection, we described a general decomposition of the discretized extended problem which is valid for arbitrary space discretizations $V_h$. Irrespective of dimension, the solution tensor $Z$ has order 2 in this decomposition, i.e., is a matrix.

A further decomposition is possible if the problem (3) is posed in a $d$-dimensional tensor product domain and has separable coefficient $A$. Then, by using a tensor product discretization of $\Omega$ and applying the same arguments that lead to the derivation of (4), we can further decompose $K$ and $M$ into Kronecker products. For instance, it is classical that the discrete Laplace and mass operators in a three-dimensional tensor product space can be written as

$$K = K_1 \otimes M_2 \otimes M_3 + M_1 \otimes K_2 \otimes M_3 + M_1 \otimes M_2 \otimes K_3, \quad M = M_1 \otimes M_2 \otimes M_3,$$

where $K_j$, $M_j$ are the stiffness and mass matrices associated with the $j$-th discrete univariate space. Inserting these formulae into (14), we obtain

$$A = M^{(\psi)}_y \otimes K_1 \otimes M_2 \otimes M_3 + M^{(\psi)}_y \otimes M_1 \otimes K_2 \otimes M_3$$

$$+ M^{(\psi)}_y \otimes M_1 \otimes M_2 \otimes K_3 + K^{(\psi)}_y \otimes M_1 \otimes M_2 \otimes M_3.$$  

(15)

Thus, in this case the tensor equation (13) can be written as an equation for a tensor $Z \in \mathbb{R}^{m \times n_1 \times \ldots \times n_d}$ of order $d + 1$, and the operator $A$ has Kronecker rank $R_A = d + 1$. We refer to this case as full tensor decomposition, and the original formulation in two dimensions as partial tensor decomposition.


4.3. Solution of the fractional diffusion problem by low-rank methods

We can now summarize our approach for solving (1) as follows. First, we choose the space discretization $V_h$ and the discretization of the extended dimension $W_h$. Then we set up the operator $\mathcal{A}$, either using the partial decomposition (12) or, if $V_h$ itself has tensor product structure, using the full tensor decomposition formula (15). Here we do not store $\mathcal{A}$ itself, but only the individual matrices that make up its low-rank representation, which leads to a significant reduction in memory usage. The application of $\mathcal{A}$ to a Tucker tensor can be efficiently implemented by combining properties (7) and (8). Also the right-hand side $F$ has to be represented in low-rank Tucker format, which is trivial in the partial decomposition case due to (14) and can be achieved using any black-box method for Tucker approximation (e.g., the direct approximation variant of the GTA method described in [34]) in the full decomposition case. We then apply either GTA-LS-SPD or GROU-LS-SPD to the low-rank tensor linear system (13) in order to obtain a low-rank approximation to $Z$. Finally, we extract the degrees of freedom from $Z$ which correspond to the boundary $\Omega \times \{0\}$ of the extended problem described in Section 2.2, which are the coefficients of our approximate solution of (1) in $V_h$.

Throughout, all objects are kept in low-rank representations, realizing the reduction in storage described in Section 3.

The main computational effort in each iteration of our low-rank approximation algorithm is spent on

- the invocation of ALS-LS-SPD (for both GTA and GROU),
- the solution of the dense linear system (11) (GTA only).

The linear system (11) to be solved in the $k$-th iteration has $k^2$ degrees of freedom in the partial tensor decomposition case and $k^{d+1}$ degrees of freedom in the full tensor decomposition case. As long as it remains small enough (which is the case in our examples in the next section), it can simply be solved by standard dense linear algebra routines without dominating the overall runtime. Should this system grow too large, we can apply the Gauss-Seidel iteration process described in [34] in order to accelerate this step.

Thus, the main computational effort is spent in approximating the rank one approximations via ALS. From Algorithm 2, we see that each iteration requires the solution of certain linear systems whose matrices are linear combinations of the matrices $A^\rho_k$, $\rho = 1, \ldots, R_A$. Since the factors $x^T_j A^\rho_j x_j$ are positive due to the positive definiteness of all involved matrices, also these linear combinations have positive coefficients and thus remain positive definite. In fact, in our application, they are linear combinations of mass and stiffness matrices and as such are spectrally equivalent to the stiffness matrices. A robust preconditioner for $K$ can thus be used also to solve these shifted problems.

In the extended dimension, as well as in the case of full tensor decomposition, these matrices are even smaller and usually banded as they arise from discretizations of one-dimensional problems. Thus, these problems can be directly solved by standard routines for banded matrices in linear time, assuming the bandwidth is small.

Thus, for the partial tensor decomposition case, one iteration of ALS-LS-SPD requires roughly $\mathcal{O}(n)$ operations (assuming that $n > m$). For the full tensor decomposition case where $n = n_1 \cdot \ldots \cdot n_d$, it requires roughly $\mathcal{O}((d + 1)\pi)$ operations, where $\pi = \max\{n_1, n_1, \ldots, n_d\}$, which is usually faster than in the partial decomposition case. To our knowledge, there are no known theoretical bounds on the number of ALS iterations required to reach a prescribed accuracy.

5. Numerical results

To illustrate the proposed low-rank tensor approximation methods for the solution of the fractional diffusion problem, we present several numerical examples. The used implementation of the low-rank approximation algorithms in the Python programming language can be found on the third author’s homepage.

\[ \text{see } \text{https://orcid.org/0000-0002-6616-5081} \text{ for an up to date link} \]
In all examples, we used the cutoff $Y = 5$, and for the extended direction $W_h$ we use a graded mesh according to [5]. Details for the space discretization $V_h$ are mentioned in the respective examples.

In all settings, we consider the fractional parameters $s = 0.25$ and $s = 0.5$. We could not solve the problems in the case $s = 0.75$ as the stiffness matrix for the extended problem became extremely ill-conditioned, leading to a loss of accuracy. This effect was not specific to our low-rank approach, but also appeared when attempting to solve the extended problem with a sparse direct solver.

In all examples, we show the decay of the residual norm as a function of the number of iterations of the low-rank approximation algorithms, both for the GTA and the GROU algorithm. Wherever possible, we also show the $\ell_2$-errors of the solution vector compared to the true solution of the discrete problem. Finally, in all examples, we computed a reference solution of the fractional diffusion problem on a sufficiently fine grid and computed the $L^2$-errors in $\Omega$ of the GTA approach with respect to this reference solution in order to estimate the true $L^2$-error. Of course, these errors are bounded from below by the approximation error of the true solution in the space $V_h$. For instance, for Example 1, it is known that the discretization error behaves like $O(h^{\min\{2s+0.5\}})$ (see [16]). We will see that the GTA method requires usually only few iterations to reach this approximation error.

5.1. Example 1: 1D

We consider fractional power $s$ of the negative second derivative operator equation on the interval $\Omega = (-1, 1)$ with homogeneous Dirichlet boundary conditions,

$$
\left(-\frac{d^2}{dx^2}\right)^s u(x) = 1 \quad \forall x \in (-1, 1), \quad u(-1) = u(1) = 0.
$$

We consider three uniform space discretizations $V_h$ with $n = 100, 200$ and $400$ degrees of freedom and as a basis for this space we use standard piecewise linear Lagrange hat functions. For the extended direction $W_h$ we use linear splines over a graded mesh according to (5).

In Figure 2 are presented the residuals and $\ell_2$-errors for the full solution of the extended problem using Algorithm 3 and Algorithm 4 plotted over the iterations for the three space discretizations. In addition, we show the $\ell_2$-errors for the best rank $k$ approximation, which was computed from the full discrete solution via truncation of the singular value decomposition.

The $L_2$ errors in $\Omega$ for the GTA method for the three space discretizations and for $s = 0.25$ and $s = 0.5$ are shown in Figure 3 plotted over the number of iterations.

5.2. Example 2: 2D checkerboard problem

We consider fractional power $s$ of the Poisson’s equation on $\Omega = (-1, 1)^2$ with Dirichlet boundary conditions,

$$
(-\Delta)^s u(x) = f \quad \forall x \in \Omega, \quad u(x) = 0 \quad \forall x \in \partial \Omega
$$

where the right-hand side is the checkerboard function

$$
f(x, y) = \text{sign}(x) \text{sign}(y).
$$

We consider bilinear functions over uniform quadrilateral meshes in the spatial domain, and as a basis for the space $V_h$ we use tensor products of standard Lagrange hat functions. For the extended direction $W_h$ we use linear splines over a graded mesh according to [5]. Since this problem is posed in a tensor product domain, we use the full tensor decomposition as described in Section 4.2 that is, we determine the solution as a tensor $Z$ of order 3.

The degrees of freedom for $V_h$ are roughly $n^2$, and for $W_h$ roughly $n/2$. The discretization of the extended problem thus has roughly $n^3/2$ degrees of freedom.

On Figure 4 are presented the residuals and the $\ell_2$-errors for the full extended problem using Algorithm 5 and Algorithm 6 plotted over the iterations for the three space discretizations.

The $L_2$ errors in $\Omega$ for the GTA method for the three space discretizations and for the cases $s = 0.25$ and $s = 0.5$ are shown in Figure 5 plotted over the number of iterations.
Figure 2: Example 1; left column: $s = 0.25$, right column: $s = 0.5$. Top to bottom: $n = 100, 200, 400$. Errors and residuals plotted over iterations for algorithms GTA and GROU. The dashed grey line denotes the best approximation error computed by truncated SVD.
Figure 3: Example 1; top: $s = 0.25$, bottom: $s = 0.5$. $L_2$ errors in $\Omega$ plotted over the number of iterations for the GTA method.
Figure 4: Example 2; left column: $s = 0.25$, right column: $s = 0.5$. Top to bottom: $n = 40, 80, 160$. $\ell_2$-errors and residuals plotted over iterations for algorithms GTA and GROU.
Figure 5: Example 2; top: $s = 0.25$, bottom: $s = 0.5$. $L_2$ errors in $\Omega$ plotted over the number of iterations for the GTA method.
5.3. Example 3: 2D example in a nontrivial domain

In order to demonstrate the applicability of our methods to problems in nontrivial domains as well as higher-order discretizations, we consider the quarter annulus domain \( \Omega = \{(x, y) \in \mathbb{R}^2 : x > 0, y > 0, 1 < \sqrt{x^2 + y^2} < 2\} \) and solve the problem

\[
(-\Delta)^s u(x, y) = f(x, y) = \begin{cases} 1, & \|(x, y) - (0.4, 1.5)\| \leq 0.2, \\ 0, & \text{otherwise} \end{cases} \quad \forall (x, y) \in \Omega,
\]

with homogeneous Dirichlet boundary conditions. The domain and right-hand side are illustrated, together with an approximate solution for \( s = 0.5 \), in Figure 6.

![Figure 6: Example 3; left: domain and right-hand side (white=0, gray=1); right: approximate solution for \( s = 0.5 \)](image)

In order to discretize this problem, we use an Isogeometric Analysis approach where we first construct a uniform tensor product mesh over a reference domain \((0, 1)^2\) and construct a cubic tensor product spline space over this mesh. The computational domain is represented by a geometry mapping \( G : (0, 1)^2 \to \Omega \) given in terms of NURBS. The basis functions on the domain \( \Omega \) are then given by the concatenation of \( G^{-1} \) with the tensor product B-splines on the reference domain. We refer to [40] for further details on the isogeometric approach.

Also for the extended direction \( W_h \), we use cubic splines over a graded mesh according to (5). All used spline spaces have maximum continuity \( C^2 \). Thus, the degrees of freedom for \( V_h \) are again roughly \( n^2 \), and for \( W_h \) roughly \( n/2 \). The discretization of the extended problem again has roughly \( n^3/2 \) degrees of freedom.

Since this problem is not posed in a tensor product domain, we use only partial tensor decomposition as described in Section 4.2, that is, the solution is described as a low-rank matrix. We note that it would be possible to perform full tensor decomposition in the reference domain, however this would require to approximate the operator \( A \) with increased Kronecker rank.

On Figure 7 we present the residuals for the case of \( s = 0.25 \) and \( s = 0.5 \) using Algorithm 3 and Algorithm 4 plotted over the iterations for the three space discretizations. Note that in this example we could not compute the \( \ell_2 \) errors for the extended problem as even the computation of the stiffness matrix [4] exceeded the available memory on a machine with 12GB RAM in the case \( n = 160 \). The low-rank methods are much more memory efficient and can deal with the problem of this size without difficulties.

The \( L_2 \) errors in \( \Omega \) for the GTA method for the three space discretizations and for the cases \( s = 0.25 \) and \( s = 0.5 \) are shown in Figure 8 plotted over the number of iterations.

5.4. Discussion

In all examples, the GTA method achieved an \( L_2 \)-error close to the approximation error with less than 10 iterations, often significantly less.
Figure 7: Example 3: 2D example in quarter annulus domain. Left column: $s = 0.25$, right column: $s = 0.5$. Top to bottom: $n = 40, 80, 160$. Residuals plotted over iterations for algorithms GTA and GROU.
Figure 8: Example 3; 2D example in quarter annulus domain. Top: $s = 0.25$, bottom: $s = 0.5$. $L_2$ errors in $\Omega$ plotted over the number of iterations for the GTA method.
The simpler GROU method has comparable, if slightly worse performance for the 1D example and almost identical performance for the nontrivial 2D example, where partial tensor decomposition had to be used. For both of these examples, the solution tensor has order 2, i.e., is a matrix.

In the 2D example in the tensor product domain where full tensor decomposition could be used, the solution tensor has order three and the GTA method performs significantly better than the GROU method. This observation is in agreement with the results from [34], where this difference in performance was observed for a 3D Poisson problem.

Generally, computational cost per iteration is quite similar for the GTA and the GROU algorithms. The major additional cost for GTA is the solution of the dense core linear system given in (11). In the \( k \)-th iteration, this problem has \( k^2 \) unknowns in the partial tensor decomposition case and \( k^{d+1} \) unknowns in the full tensor decomposition case (cf. Section 4.2). Since all problems required less than 10 iterations to approach the discretization error, the problem was always smaller than 1000 degrees of freedom and could be solved very quickly with modern dense linear algebra routines. Note, in particular, that the size of this problem does not depend on the discretization spaces \( V_h \) or \( W_h \).
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