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Abstract

In this work, we derive two-sided a posteriori error estimates for the dual-weighted residual (DWR) method. We consider both single and multiple goal functionals. Using a saturation assumption, we derive lower bounds yielding the efficiency of the error estimator. These results hold true for both nonlinear partial differential equations and nonlinear functionals of interest. Furthermore, the DWR method employed in this work accounts for balancing the discretization error with the nonlinear iteration error. We also perform careful studies of the remainder term that is usually neglected. Based on these theoretical investigations, several algorithms are designed. Our theoretical findings and algorithmic developments are substantiated with some numerical tests.

1 Introduction

In many applications, nonlinear partial differential equations must be solved. Examples can be found in fluid mechanics, fluid structure interaction, solid mechanics, porous media, fracture/damage mechanics, and electromechanics. Specifically in recent years, multiphysics problems in which several phenomena interact have become quite important due to the advancements of computational resources (in particular parallel computing and local mesh adaptivity). However, we are often not interested in the entire solution, but in certain functionals of interest, also called goal functionals. Due to the nature of multiphysics problems, several goal functionals may be of interest simultaneously. Motivated by this fact, basic frameworks for the adaptive treatment of multiple goal functionals were first proposed in \cite{39,38}. Recently, other efforts have been undertaken in \cite{53,5,43,67,29,27,28}.

In these studies, adaptivity is based on a posteriori error estimation, which is a widely used and well developed tool in finite element (FEM) computations as, for example, presented in \cite{8,12,70,7,50,3,68,62,37,31}, and in other discretization techniques too; see, e.g., \cite{9,54,45,47,65,69}.

The previously mentioned applications are too complicated for a rigorous numerical analysis that we have in mind. For this reason, we concentrate on the development of a posteriori error estimation for a prototype nonlinear stationary setting in this work. Here, we focus on both fundamental theoretical and practical aspects. Our method of choice is goal-oriented error estimation using the dual-weighted
residual (DWR) method \cite{17, 14, 59, 57, 16}, which has proven to be a successful technique. In particular,
we are interested in the quality of the error estimator. Furthermore, it would be desirable to obtain
convergence rates for the corresponding adaptive procedure. Such convergence results are discussed in \cite{49, 33, 11, 42}. Improvements of convergence rates are discussed in \cite{55, 36, 56, 64}. Concerning
upper bounds of the error, we mention the works \cite{58, 51, 33, 4}, where \cite{58} also provides a lower bound
for the energy norm in the case of linear symmetric elliptic boundary value problems, and \cite{51} for a
pointwise error estimate in case of monotone semi-linear problems.

The first goal of this work is to prove upper and lower bounds for both nonlinear partial differential
equations (PDEs) and nonlinear quantities of interest. This is done for a hierarchical approxima-
tion in the DWR error estimator. Hierarchical approaches for the DWR method are also used in
\cite{10, 39, 38, 63, 20} exploiting higher-order elements. In this work, we use a partition of unity (PU)
localization, which was developed in \cite{63}. Here backwards-integration by parts is not required. We can
employ the variational form of the error estimator. Recently, this localization was also applied to other
discretization techniques like the finite cell method \cite{65} or (boundary element method) BEM-based
FEM on polygonal meshes \cite{69}.

To prove the upper and lower bounds for our error estimator, we need a saturation assumption
for the quantity of interest. For other hierarchical based a posteriori error in the energy norm, this is
a widely used assumption \cite{13, 18, 12, 68}, where \cite{18} proved that the saturation assumption can be
violated pre-asymptotically for certain data. For some elliptic boundary value problems, the saturation
assumption is proven in the energy norm for small data oscillations; see e.g., \cite{26, 34, 21} and \cite{11} for
hp-FEM, and in \cite{2, 1} for a modified version of this assumption. Furthermore, a proof of the saturation
assumption for a convection-diffusion problem in one dimension is derived in \cite{23, 44}. However, we
are not aware of results for general goal functionals. We notice that this is even infeasible because the
functional error can be zero for general goal functionals. Therefore, a positive lower bound cannot be
obtained. A step into this direction was achieved in \cite{63}, where a common bound for the functional
error and the error indicators could be established for several often employed localization techniques.

We emphasize that our previous developments apply to the generalized version of the DWR method
in which not only the discretization error is addressed, but also the iteration error can be balanced
with the discretization error \cite{15, 32, 18, 30, 61}. In particular, following \cite{60}, in our previous work
\cite{27}, we developed and extended such a framework that applies to single and multiple goal functionals.
We notice that, in contrast to these works, we represent the iteration error in the current paper in
a different way, which avoids the solution of the adjoint problem for checking the adaptive stopping
criterion of Newton’s method. This stopping criteria of Newton’s method is also affine-invariant, and
falls consequently into the category of Newton schemes discussed in \cite{24}.

The second goal of this work consists in the investigation of the several parts of the DWR error
estimator. More precisely, we consider: both single and multiple goal functionals, both the primal and
adjoint parts, the iteration error estimator, and the nonlinear remainder part. In particular, the latter
term is often neglected in the literature.

The outline of this paper is as follows: In Section \cite{2} we introduce the abstract setting and shortly
recap the basic concept of the dual weighted residual method. Section 3 contains our main result. We prove a lower and upper bound for an error estimator with the additional computable parts as well for the common error estimator under the saturation assumption and a slightly strengthened version, respectively. The different parts of the error estimator and their localization are discussed in Section 4 followed by a discussion for multiple goal functionals in Section 5. In this discussion, we derive sufficient conditions to avoid error cancellation under our saturation assumption. The resulting algorithms are in detail presented in Section 6 for the finite element method. In principle, they can also be easily applied to other discretization techniques like isogeometric analysis, finite volume methods, finite cell methods, or virtual element methods. Section 7 provides the results of our numerical experiments. We performed extensive numerical tests for both single goal and multiple goal functional evaluations at finite element solutions of the regularized \( p \)-Laplace equation; see also [25, 40, 66]. Finally, our observations are summarized in Section 8.

2 The dual weighted residual method for nonlinear problems

In this section, we briefly recall the abstract setting of our previous work [27].

2.1 An abstract setting

Let \( U \) and \( V \) be Banach spaces, and let \( \mathcal{A} : U \mapsto V^* \) be a nonlinear operator, where \( V^* \) denotes the dual space of the Banach space \( V \). We consider the primal problem: Find \( u \in U \) such that

\[
\mathcal{A}(u) = 0 \quad \text{in } V^*,
\]

(1)

Furthermore, we consider finite dimensional subspaces of \( U_h \subset U \) and \( V_h \subset V \). In this paper, \( U_h \) and \( V_h \) are finite element spaces (we notice, however, that our ideas are not restricted to a particular discretization method). This leads to the following finite dimensional problem: Find \( u_h \in U_h \) such that

\[
\mathcal{A}(u_h) = 0 \quad \text{in } V_h^*.
\]

(2)

We assume that both (1) and (2) are solvable. Further assumptions will be imposed later. However, we are not primarily interested in a solution of (1) itself, but in one or even several functional evaluations, so called goal functionals, evaluated at \( u \in U \).

2.2 The dual weighted residual method

We now recall the Dual Weighted Residual (DWR) method for nonlinear problems [17]. The extensions for balancing the discretization and iteration errors were undertaken in [60, 61, 48]. In particular, we base our work on [60], where iteration errors of the nonlinear solver were considered. This paper forms together with our previous works [63, 29, 27, 28] the basis of the current study. To apply the DWR method, we have to consider the adjoint problem: Find \( z \in V \) such that

\[
(\mathcal{A}'(u))^*(z) = J'(u) \quad \text{in } U^*,
\]

(3)
where $A'(u)$ and $J'(u)$ denote the Fréchet-derivatives of the nonlinear operator and functional respectively, evaluated at $u$. Later we will also need the finite dimensional version of (3) that reads as follows:

Find $z_h \in V_h$ such that

\[(A'(u_h))^*(z_h) = J'(u_h) \quad \text{in } U_h^*.\] (4)

Similarly to the findings in [60, 17, 61] for the Galerkin case ($U = V$), we provide an error representation in the following theorem:

**Theorem 2.1.** Let us assume that $A \in C^3(U, V)$ and $J \in C^3(U, \mathbb{R})$. If $u$ solves (1) and $z$ solves (3) for $u \in U$, then the error representation

\[J(u) - J(\tilde{u}) = \frac{1}{2}\rho(\tilde{u})(z - \tilde{z}) + \frac{1}{2}\rho^*(\tilde{u}, \tilde{z})(u - \tilde{u}) + \rho(\tilde{u})(\tilde{z}) + R^{(3)},\] (5)

holds true for arbitrary fixed $\tilde{u} \in U$ and $\tilde{z} \in V$, where $\rho(\tilde{u})(\cdot) := -A(\tilde{u})(\cdot)$, $\rho^*(\tilde{u}, \tilde{z})(\cdot) := J'(u) - A'(\tilde{u})(\cdot, \cdot)$, and the remainder term

\[R^{(3)} := \frac{1}{2}\int_0^1 [J'''(\tilde{u} + se)(e, e, e) - A'''(\tilde{u} + se)(e, e, e, \tilde{z} + se^*) - 3A''(\tilde{u} + se)(e, e, e)s(s - 1)] ds,\]

with $e = u - \tilde{u}$ and $e^* = z - \tilde{z}$.

**Proof.** We refer the reader to [27] and [60] for the details of the proof.

Since Theorem 2.1 is valid for arbitrary $\tilde{z}$ and $\tilde{u}$, it also holds for the approximations $u_h$ and $z_h$, even if they are not computed exactly. Thus, the full error estimator reads as

\[\eta = \frac{1}{2}\rho(\tilde{u})(z - \tilde{z}) + \frac{1}{2}\rho^*(\tilde{u}, \tilde{z})(u - \tilde{u}) + \rho(\tilde{u})(\tilde{z}) + R^{(3)}.\] (6)

This error estimator is exact, however, not computable. To obtain a computable error estimator, we replace $u$ by an approximation on enriched finite dimensional spaces $U_h^{(2)}$ and $V_h^{(2)}$, which, for example, was also done in [36, 10, 20, 63, 29, 27, 28]. In our numerical examples presented in Section 7 we use bi-quadratic (2D) finite elements to define the enriched spaces $U_h^{(2)}$ and $V_h^{(2)}$. As in [29], spaces with polynomial orders $r > 2$ can be adopted as well.

**Remark 2.2.** Using enriched spaces is expensive. For this reason, already in the early studies, e.g., [17, 10, 19] (patch-wise) interpolations were suggested to approximate $z$ and $u$. 
3 Efficiency and reliability results for the DWR estimator

In this key section, we show efficiency and reliability of a computable DWR estimator in enriched spaces under a saturation assumption for the goal functional. As mentioned in the introduction, this is a widely adopted assumption in hierarchical based error estimates; see, e.g., [13 18 12 68]. We are not aware of literature satisfying this assumption for general nonlinear problems and goal functionals. Furthermore, there might be restrictions to satisfy this condition. For error estimates in the energy norm, an analysis regarding this assumption can be found in [26 2 13 11 21 30] for linear elliptic boundary value problems depending on the oscillation of the data. Finally, we employ higher-order corrections of the error estimator. Similar ideas correcting the functional value were discussed in [26 35 64]. Such techniques have also been used to derive an upper bound of the error without using the saturation assumption in [52 1 46]. Lower and upper bounds were established for symmetric linear elliptic boundary value problems in [58], and for monotone and semi-linear problems for point-wise error estimates in [51].

3.1 Preliminary results

We now first recall some notation and known statements. Let \( u_h^{(2)} \in U_h^{(2)} \) be the exact solution of the discretized primal problem \( \mathcal{A}(u_h^{(2)}) = 0 \) in \((V_h^{(2)})^*\), and \( z_h^{(2)} \in V_h^{(2)} \) the exact solution of the discretized adjoint problem \( (\mathcal{A}'(u_h^{(2)}))^*(z_h^{(2)}) = J'(u_h^{(2)}) \) in \((U_h^{(2)})^*\).

**Corollary 3.1.** Let the assumptions of Theorem 2.1 be fulfilled. Then the error representation

\[
J(u_h^{(2)}) - J(\tilde{u}) = \frac{1}{2} \rho(\tilde{u})(z_h^{(2)} - \tilde{z}) + \frac{1}{2} \rho^*(\tilde{u}, \tilde{z})(u_h^{(2)} - \tilde{u}) - \rho(\tilde{u})(\tilde{z}) + R^{(3)(2)}
\]

holds for arbitrary but fixed \( \tilde{u} \in U_h^{(2)} \) and \( \tilde{z} \in V_h^{(2)} \), where \( \rho(\tilde{u})(\cdot) := -\mathcal{A}(\tilde{u}')(\cdot), \rho^*(\tilde{u}, \tilde{z})(\cdot) := J'(\tilde{u}) - \mathcal{A}'(\tilde{u})(\cdot, \tilde{z}) \), and \( R^{(3)(2)} := \frac{1}{2} \int_0^1 J'''(\tilde{u} + se^{(2)})(e^{(2)}, e^{(2)}, e^{(2)}) - \mathcal{A}'''(\tilde{u} + se^{(2)})(e^{(2)}, e^{(2)}, e^{(2)}, \tilde{z} + se^{(2)}, \cdot) - 3\mathcal{A}''(\tilde{u} + se^{(2)})(e^{(2)}, e^{(2)}, e^{(2)}, \cdot) |s(s-1)| ds \) denotes the remainder term, with \( e^{(2)} = u_h^{(2)} - \tilde{u} \) and \( e^{(2),*} = z_h^{(2)} - \tilde{z} \).

**Proof.** The statement follows immediately from Theorem 2.1.

**Remark 3.2.** For a linear problem and a functional fulfilling \( J''' = 0 \) this theorem allows us to compute \( J(u_h^{(2)}) \) without the computation of \( u_h^{(2)} \) since \( \rho(\tilde{u})(z_h^{(2)} - \tilde{z}) = \rho^*(\tilde{u}, \tilde{z})(u_h^{(2)} - \tilde{u}) \) for linear problems as already stated in [30].

Replace \( u \) and \( z \) by the approximations \( u_h^{(2)} \) and \( z_h^{(2)} \) in (6), we get the computable error estimator

\[
\eta^{(2)} := \frac{1}{2} \rho(\tilde{u})(z_h^{(2)} - \tilde{z}) + \frac{1}{2} \rho^*(\tilde{u}, \tilde{z})(u_h^{(2)} - \tilde{u}) + \rho(\tilde{u})(\tilde{z}) + R^{(3)(2)}.
\]  

(7)

Now, Corollary 3.1 together with (7) allows us to recover the error \( J(u_h^{(2)}) - J(\tilde{u}) \). A similar representation of the error \( J(u_h^{(2)}) - J(\tilde{u}) \) is derived in [36 35 56].
3.2 Efficiency and reliability of the DWR estimator using a saturation assumption

The following lemma provides a two-side estimate of the modulus of $\eta^{(2)}$ defined by (7).

**Lemma 3.3.** Under the assumptions of Theorem 2.1, the two-side estimate

$$|J(u) - J(\hat{u})| - |J(u) - J(u_h^{(2)})| \leq |\eta^{(2)}| \leq |J(u) - J(\hat{u})| + |J(u) - J(u_h^{(2)})|.$$  

holds for the computable error estimator $\eta^{(2)}$.

**Proof.** From $|\eta| = |\eta^{(2)} - (\eta^{(2)} - \eta)|$, we can deduce that

$$|\eta| - |\eta - \eta^{(2)}| \leq |\eta^{(2)}| \leq |\eta| + |\eta - \eta^{(2)}|.$$  

Since $U_h^{(2)}$ is an enriched space, we have $U_h^{(2)} \subset U$. It follows that $\eta - \eta^{(2)} = J(u) - J(\hat{u}) - J(u_h^{(2)}) + J(\hat{u}) = J(u) - J(u_h^{(2)})$, which leads us together with $\eta = J(u) - J(\hat{u})$ to the estimates stated in the lemma.

**Assumption 1** (Saturation assumption for the goal functional). Let $u_h^{(2)}$ solve the primal problem on $U_h^{(2)}$ and let $\hat{u}$ be some approximation. Then we assume that

$$|J(u) - J(u_h^{(2)})| < b_h |J(u) - J(\hat{u})|$$  

for some $b_h < b_0$ and some fixed $b_0 \in (0, 1)$.

**Theorem 3.4.** Let the saturation Assumption 1 be fulfilled. Then the computable error estimator $\eta^{(2)}$ satisfies the efficiency and reliability estimates

$$c_h |\eta^{(2)}| \leq |J(u) - J(\hat{u})| \leq \overline{c}_h |\eta^{(2)}| \quad \text{and} \quad \underline{c} |\eta^{(2)}| \leq |J(u) - J(\hat{u})| \leq \overline{c} |\eta^{(2)}|,$$  

with the positive constants $c_h := 1/(1 + b_h)$, $\overline{c}_h := 1/(1 - b_h)$, $\underline{c} := 1/(1 + b_0)$, and $\overline{c} := 1/(1 - b_0)$.

**Proof.** In the proof of Lemma 3.3, we concluded that $|\eta| - |\eta - \eta^{(2)}| \leq |\eta^{(2)}| \leq |\eta| + |\eta - \eta^{(2)}|$ which is equivalent to the statement that $|\eta^{(2)}| - |\eta^{(2)} - \eta| \leq |\eta| \leq |\eta^{(2)}| + |\eta^{(2)} - \eta|$. Therefore, we have

$$|\eta^{(2)}| - |J(u) - J(u_h^{(2)})| \leq |J(u) - J(\hat{u})| \leq |\eta^{(2)}| + |J(u) - J(u_h^{(2)})|,$$

which together with Assumption 1 immediately yield the first inequalities in (8). The second statement follows from $\underline{c} \leq c_h$ and $\overline{c}_h \leq \overline{c}$.  

**Remark 3.5.** The left estimate in (8) also holds for $b_0 \in (0, 1]$, which is called weak saturation assumption in the case of energy norm estimates; see [21].

Now let us assume that we neglect the remainder term $R^{(3)(2)}$ and iteration error estimator $\rho(\tilde{u})(\tilde{z})$ in the error estimator $\eta^{(2)}$. This gives the practical error estimator

$$\eta_h^{(2)} := \frac{1}{2} \rho(\tilde{u})(\tilde{z} - \tilde{z}) + \frac{1}{2} \rho^*(\tilde{u}, \tilde{z})(u_h^{(2)} - \tilde{u}),$$  

where the corresponding theoretical error estimator is given by

$$\eta_h := \frac{1}{2} \rho(\tilde{u})(z - \tilde{z}) + \frac{1}{2} \rho^*(\tilde{u}, \tilde{z})(u - \tilde{u}).$$  

Variants of these error estimators are discussed, e.g., in [17 60 63]; also see the references therein.
Lemma 3.6. Let \( \eta_h \) be defined as in (10), and \( \eta_h^{(2)} \) be defined as in (9). Furthermore, let us assume that the assumptions of Theorem 2.1 are fulfilled. Then, for the exact solutions \( u_h^{(2)} \) and \( z_h^{(2)} \) from the spaces \( U_h^{(2)} \) and \( V_h^{(2)} \), the following two-side estimates
\[
|J(u) - J(u_h^{(2)})| - |R^{(3)} - R^{(3)(2)}| \leq |\eta_h - \eta_h^{(2)}| \leq |J(u) - J(u_h^{(2)})| + |R^{(3)} - R^{(3)(2)}|,
\]
and
\[
|J(u) - J(\bar{u})| - |\rho(\bar{u})(\bar{z})| - |R^{(3)}| \leq |\eta_h| \leq |J(u) - J(\bar{u})| + |\rho(\bar{u})(\bar{z})| + |R^{(3)}|,
\]
hold, with \( R^{(3)} \) defined in (3) and \( R^{(3)(2)} \) from Corollary 3.1.

Proof. From Theorem 2.1 we know that
\[
J(u) - J(\bar{u}) = \frac{1}{2}\rho(\bar{u})(z - \bar{z}) + \frac{1}{2}\rho^*(\bar{u}, \bar{z})(u - \bar{u}) + \rho(\bar{u})(\bar{z}) + R^{(3)},
\]
and Corollary 3.1 provides us with the identity
\[
J(u_h^{(2)}) - J(\bar{u}) = \frac{1}{2}\rho(\bar{u})(\bar{z}_h^{(2)} - \bar{z}) + \frac{1}{2}\rho^*(\bar{u}, \bar{z}_h^{(2)})(u_h^{(2)} - \bar{u}) + \rho(\bar{u})(\bar{z}) + R^{(3)(2)}.
\]
These two identities imply the identity \( J(u) - J(u_h^{(2)}) = \eta_h - \eta_h^{(2)} + R^{(3)} - R^{(3)(2)} \). We now conclude that \( |J(u) - J(u_h^{(2)}) - R^{(3)} + R^{(3)(2)}| = |\eta_h - \eta_h^{(2)}| \), from which we immediately get the inequalities (11). The second statement follows directly from Theorem 2.1. \( \square \)

Lemma 3.7. Under the conditions of Lemma 3.6, inequalities
\[
|\eta_h^{(2)}| - \gamma(A, J, u_h^{(2)}, u, \bar{u}) \leq |J(u) - J(\bar{u})| \leq |\eta_h^{(2)}| + \gamma(A, J, u_h^{(2)}, u, \bar{u})
\]
are valid, where
\[
\gamma(A, J, u_h^{(2)}, u, \bar{u}) := |J(u) - J(u_h^{(2)})| + |R^{(3)} - R^{(3)(2)}| + |\rho(\bar{u})(\bar{z})| + |R^{(3)}|.
\]

Proof. Inequalities (13) immediately follow from (11), (12) and
\[
|\eta_h| - |\eta_h - \eta_h^{(2)}| \leq |\eta_h^{(2)}| \leq |\eta_h| + |\eta_h - \eta_h^{(2)}|.
\]
\( \square \)

3.3 Practicable error estimator under a strengthened saturation assumption

We refine our previous analysis in order to derive a similar statement for the practicable error estimator \( \eta_h^{(2)} \). We suppose the following strengthened saturation assumption:

Assumption 2 (Strengthened saturation assumption for the goal functional). Let \( u_h^{(2)} \) solve the primal problem on \( U_h^{(2)} \), and let \( \bar{u} \) be some approximation. Then we assume that the inequality
\[
\gamma(A, J, u_h^{(2)}, u, \bar{u}) < b_{h, \gamma}|J(u) - J(\bar{u})|
\]
with \( \gamma(\cdot) \) defined in (14), holds true for some \( b_{h, \gamma} < b_{0, \gamma} \) with some fixed \( b_{0, \gamma} \in (0, 1) \).
Remark 3.8. Of course, Assumption 4 implies Assumption 7. If, on the other hand, Assumption 7 holds, then Assumption 4 is fulfilled up to higher-order terms \( |R^{(3)} - R^{(3)(2)}|, |R^{(3)}| \), and the part \( |\rho(\tilde{u})(\tilde{z})| \), which can be controlled by the accuracy of the nonlinear solver.

Theorem 3.9. Let the saturation Assumption 3 be fulfilled. Then the practical error estimator \( \eta_h^{(2)} \) satisfies the efficiency and reliability estimates

\[
\zeta_{h,\gamma}|\eta_h^{(2)}| \leq |J(u) - J(\tilde{u})| \leq \varepsilon_{h,\gamma}|\eta_h^{(2)}| \quad \text{and} \quad \overline{\varepsilon}_{\gamma}|\eta_h^{(2)}| \leq |J(u) - J(\tilde{u})| \leq \overline{\varepsilon}_{\gamma}|\eta_h^{(2)}|, \tag{15}
\]

with the positive constants \( \zeta_{h,\gamma} := 1/(1+b_{h,\gamma}), \overline{\varepsilon}_{h,\gamma} := 1/(1-b_{h,\gamma}), \zeta_{\gamma} := 1/(1+b_{0,\gamma}), \overline{\varepsilon}_{\gamma} := 1/(1-b_{0,\gamma}) \).

Proof. From Lemma 3.7, we concluded that

\[
\frac{1}{1+b_{h,\gamma}}|\eta_h^{(2)}| \leq |J(u) - J(\tilde{u})| \leq \frac{1}{1-b_{h,\gamma}}|\eta_h^{(2)}|.
\]

This is our first statement. Like in the proof of Theorem 3.4, the second statement follows from Assumption 2.

Remark 3.10. The left estimate in (15) is also true for \( b_{0,\gamma} \in (0,1] \).

3.4 Bounds of the effectivity indices

We finally derive bounds for the effectivity indices \( I_{\text{eff}} \) and \( I_{\text{eff},\gamma} \), defined by the relations

\[
I_{\text{eff}} := \frac{|\eta^{(2)}|}{|J(u) - J(\tilde{u})|} \quad \text{and} \quad I_{\text{eff},\gamma} := \frac{|\eta_h^{(2)}|}{|J(u) - J(\tilde{u})|},
\]

respectively.

Theorem 3.11 (Bounds on the Effectivity Index). Let the assumptions of Theorem 2.1 be fulfilled. Then the following two statements are true:

1. If Assumption 7 is fulfilled, then \( I_{\text{eff}} \in [1-b_0,1+b_0] \), and if additionally \( b_h \to 0 \), then \( I_{\text{eff}} \to 1 \).

2. If Assumption 3 is fulfilled, then \( I_{\text{eff},\gamma} \in [1-b_{0,\gamma},1+b_{0,\gamma}] \), and if additionally \( b_{h,\gamma} \to 0 \), then \( I_{\text{eff},\gamma} \to 1 \).

Proof. The first statement follows from Lemma 3.3 and Assumption 1, whereas the second statement is obtained from Lemma 3.7 and Assumption 2 in the same way.

Remark 3.12. We notice that \( I_{\text{eff},\gamma} \to 1 \) was also already observed in [10] and proven for smooth adjoint solutions in the linear case.

Proposition 3.1. If \( J'' = 0 \) and if \( A'' \) is of the form \( A''(u) = Bu + C \) for some linear operator \( B \) and some \( C \) not depending on \( u \), then we have the representation

\[
R^{(3)} = \frac{1}{24} \left( 3(B(u + \tilde{u}))(e,e,e^*) + (Be)(e,e,z + \tilde{z}) \right) + \frac{1}{4} C(e,e,e^*).
\]

Remark 3.13. In this section we did not consider the error contributions from the approximation of the data (source terms, boundary conditions) and quadrature formulas.
4 Localization and discussions of the error estimator parts

In this section, we further discuss the computable error estimator $\eta^{(2)}$ defined in (7). We separate the error estimator $\eta^{(2)}$ into the following three parts $\eta_h^{(2)}$, $\eta_k$, and $\eta_R^{(2)}$ as follows:

$$\eta^{(2)} := \frac{1}{2} \rho(\tilde{u})(\tilde{z}^{(2)} - \bar{z}) + \frac{1}{2} \rho^*(\bar{u}, \tilde{z})(u^{(2)}_h - \bar{u}) + \rho(\tilde{u})(\tilde{z}) + R^{(3)(2)}.$$  \hspace{1cm} := \eta_h^{(2)}$$

The first part $\eta_h^{(2)}$ of the error estimator $\eta^{(2)}$: Following [60], we relate the discretization error to $\eta_h^{(2)}$. We use the partition of unity approach developed in [63] to localize $\eta_h^{(2)}$. This means that we choose a set of functions $\{\psi_1, \psi_2, \cdots, \psi_N\}$ (a typical choice would be the finite element basis functions) such that $\sum_{i=1}^N \psi_i \equiv 1$. Therefore, we have the representation

$$\eta_h^{(2)} := \sum_{i=1}^N \eta_i,$$

with

$$\eta_i := \frac{1}{2} \rho(\tilde{u})(z^{(2)}_h - \bar{z}) \psi_i + \frac{1}{2} \rho^*(\bar{u}, \tilde{z})(u^{(2)}_h - \bar{u}) \psi_i.$$  \hspace{1cm} \text{(16)}$$

However, in contrast to our previous work [27], we emphasize that we do not replace $\bar{z}$ by $i_h z_h^{(2)}$. In our numerical examples, we choose conforming bilinear elements $Q^1_c$ for our partition of unity. Furthermore, we distribute the error contributions contained in hanging nodes in a way that is different from our previous work. For the partition of unity used in our numerical experiments, we distribute the error as in our previous work, however, splitting the error in the hanging nodes into two equal parts and add the distribution to the neighboring nodes which belong to coarser element, as illustrated in Figure 1.

![Figure 1: Distribution of the error contribution in a hanging node (red) to the neighbouring nodes on the corser element (green) for $Q^1_c$ basis functions as partition of unity.](image)

The second part $\eta_k$ of the error estimator $\eta^{(2)}$: The second part, $\eta_k = \rho(\tilde{u})(\tilde{z})$, is related to the iteration error as in [60]. Therefore, we can use this quantity as stopping rule for the nonlinear solver, e.g., for Newton’s Method. In [27] and [60], $\tilde{z}$ was computed in every Newton step in order to evaluate the stopping criteria. If we further follow the path in [27], and do not compare the iteration error to
the current discretization error as in [60], but to the discretization error of the previous mesh, we can use the following Lemma to reduce the computational cost.

**Lemma 4.1.** Let \( \tilde{u} \) be an arbitrary element from \( U \), and \( \delta \tilde{u} \in U \) be the solution of the problem: Find \( \delta \tilde{u} \in U \) such that
\[
\mathcal{A}'(\tilde{u})(\delta \tilde{u}, v) = -\mathcal{A}(\tilde{u})(v) \quad \forall v \in V,
\]
and \( \hat{z} \in V \) be the solution of the problem: Find \( \hat{z} \in V \) such that
\[
\mathcal{A}'(\tilde{u})(v, \hat{z}) = J'(\tilde{u})(v) \quad \forall v \in U.
\]
Then we have the equation
\[
-\mathcal{A}(\tilde{u})(\hat{z}) = J'(\tilde{u})(\delta \tilde{u}).
\]

**Proof.** It is trivial to see that
\[
-\mathcal{A}(\tilde{u})(\hat{z}) = \mathcal{A}'(\tilde{u})(\delta \tilde{u}, \hat{z}) = J'(\tilde{u})(\delta \tilde{u}).
\]

**Remark 4.2.** This means that, instead of solving the adjoint problem, we can solve for the upcoming Newton update in advance. This only holds true if the Newton update \( \delta \tilde{u} \) and \( \hat{z} \) are the exact solutions of (18) and (17), respectively.

The third part \( \eta^{(2)}_{R} \) of the error estimator \( \eta^{(2)} \): The third part \( R^{(3)(2)} \) was neglected in [27]. We localize this error by the local contributions of this error estimator parts computed on the elements. This leads to the local remainder
\[
\eta^{(2)}_{R,K} := R^{(3)(2)}_{|K},
\]
in third error estimator part on the element \( K \). Alternatively, one could also use again the partition of unity approach, which was discussed for the first part.

## 5 Multiple goal functionals

For completeness of presentation we shortly recall the multigoal approach presented in [27]. From a general point of view, it may be questionable whether this approach is computationally interesting in comparison to the use of uniform mesh refinement. However, our previous studies have shown excellent results. Moreover, this approach has still the advantage that we have an error estimator (and not only indicators for mesh refinement) providing us concrete quantitative numbers that are useful as stopping criteria or error information engineering applications.

In the following, we assume that we are interested in the evaluation of \( N \) functionals, which we denote by \( J_1, J_2, \ldots, J_{N-1}, \) and \( J_N \). We already derived how to compute local error estimators for a single functional. It would be possible to compute the local error contribution of all \( N \) functionals separately, and add them up afterwards. However, we would have to solve \( N \) adjoint problems in this case. Therefore, we follow the idea in [39, 38] to combine the goal functionals. To this end, we assume that a solution \( u \) of problem (1) and the chosen \( \tilde{u} \in U \) belong to \( \bigcap_{i=1}^{N} D(J_i) \), where \( D(J_i) \) describes the domain of \( J_i \).
Definition 5.1 (error-weighting function \[^{[27]}\]). Let \( M \subseteq \mathbb{R}^N \). We say that \( \mathcal{E} : (\mathbb{R}_0^+)^N \times M \rightarrow \mathbb{R}_0^+ \) is an error-weighting function if \( \mathcal{E}(\cdot, m) \in C^1((\mathbb{R}_0^+)^N, \mathbb{R}_0^+) \) is strictly monotonically increasing in each component and \( \mathcal{E}(0, m) = 0 \) for all \( m \in M \).

Let us define \( \tilde{J} : \bigcap_{i=1}^N D(J_i) \subseteq U \mapsto \mathbb{R}^N \) as \( \tilde{J}(v) := (J_1(v), J_2(v), \ldots, J_N(v)) \) for all \( v \in \bigcap_{i=1}^N D(J_i) \). Furthermore, we define the operation \( | \cdot |_N : \mathbb{R}^N \mapsto (\mathbb{R}_0^+)^N \) as \( |x|_N := (|x_1|, |x_2|, \ldots, |x_N|) \) for \( x \in \mathbb{R}^N \).

Following \[^{[27]}\], the error functional is given by

\[
\tilde{J}_E(v) := \mathcal{E}(|\tilde{J}(u) - \tilde{J}(v)|_N, \tilde{J}(\tilde{u})) \quad \forall v \in \bigcap_{i=1}^N D(J_i).
\]

Of course, the exact solution \( u \) is not known. Therefore, \( \tilde{J}_E \) cannot be computed. As for the error estimate itself, we use the approximation \( u_h^{(2)} \) in the enriched space instead of an exact solution \( u \) to approximate \( \tilde{J}_E \) and \( J_E \). This finally reads as follows

\[
J_E(v) := \mathcal{E}(|\tilde{J}(u_h^{(2)}) - \tilde{J}(v)|_N, \tilde{J}(\tilde{u})) \quad \forall v \in \bigcap_{i=1}^N D(J_i).
\] (20)

Proposition 5.1. If Assumption \[^{[7]}\] is fulfilled for \( \tilde{u}_1 \) and \( \tilde{u}_2 \), and if

\[
J_i(u_h^{(2)}) \not\in [J_i(\tilde{u}_1), J_i(\tilde{u}_2)] \cup [J_i(\tilde{u}_2), J_i(\tilde{u}_1)],
\]

for all \( J_i, i = 1, \ldots, N \), then we avoid error cancellation, i.e., if \( |J_i(u) - J_i(\tilde{u}_1)| \leq |J_i(u) - J_i(\tilde{u}_2)| \) \( \forall i \in \{1, \ldots, N\}, \) then \( J_E(\tilde{u}_1) \leq J_E(\tilde{u}_2) \).

Proof. For \( \tilde{J}_E \), it is clear that

\[
\forall i \in \{1, \ldots, N\} \quad |J_i(u) - J_i(\tilde{u}_1)| \leq |J_i(u) - J_i(\tilde{u}_2)| \implies \tilde{J}_E(\tilde{u}_1) \leq \tilde{J}_E(\tilde{u}_2).
\]

Indeed, for \( |J_i(u) - J_i(\tilde{u}_1)| \leq |J_i(u) - J_i(\tilde{u}_2)| \), and due to the construction of the error weighting function \( \mathcal{E} \) (strictly monotonically increasing in each component), we do not obtain any error cancelation. However, since \( J_i(u) \) is unknown, we work with the finer discrete solution \( u_h^{(2)} \) rather than the exact solution \( u \), and show that

\[
|J_i(u_h^{(2)}) - J_i(\tilde{u}_1)| \leq |J_i(u_h^{(2)}) - J_i(\tilde{u}_2)|,
\]

holds true. In other words,

\[
|J_i(u) - J_i(\tilde{u}_1)| \leq |J_i(u) - J_i(\tilde{u}_2)|
\]

and

\[
J_i(u_h^{(2)}) \not\in [J_i(\tilde{u}_1), J_i(\tilde{u}_2)] \cup [J_i(\tilde{u}_2), J_i(\tilde{u}_1)]
\]

imply

\[
|J_i(u_h^{(2)}) - J_i(\tilde{u}_1)| \leq |J_i(u_h^{(2)}) - J_i(\tilde{u}_2)|.
\]

Without loss of generality, we assume that \( J_i(u_h^{(2)}) < J_i(\tilde{u}_1) \) and \( J_i(u_h^{(2)}) < J_i(\tilde{u}_2) \). From Assumption \[^{[1]}\] and \( J_i(u_h^{(2)}) \not\in [J_i(\tilde{u}_1), J_i(\tilde{u}_2)] \cup [J_i(\tilde{u}_2), J_i(\tilde{u}_1)] \), we conclude that \( J_i(u) \) does not belong to the union of the intervals \([J_i(\tilde{u}_1), J_i(\tilde{u}_2)]\) and \([J_i(\tilde{u}_2), J_i(\tilde{u}_1)]\). We now distinguish two cases. First, if \( J_i(\tilde{u}_1) = J_i(\tilde{u}_2) \), the statement

\[
|J_i(u_h^{(2)}) - J_i(\tilde{u}_1)| \leq |J_i(u_h^{(2)}) - J_i(\tilde{u}_2)|
\]
follows immediately. In the second case, for \( J_i(\tilde{u}_1) \neq J_i(\tilde{u}_2) \), Assumption \[1\] allows us to conclude that we have either
\[
J_i(u_h^{(2)}) \leq J_i(u) < J_i(\tilde{u}_1) < J_i(\tilde{u}_2)
\]
or
\[
J_i(u) < J_i(u_h^{(2)}) < J_i(\tilde{u}_1) < J_i(\tilde{u}_2).
\]
Both cases imply \( |J_i(u_h^{(2)}) - J_i(\tilde{u}_1)| \leq |J_i(u_h^{(2)}) - J_i(\tilde{u}_2)| \), which concludes the proof.

\[ \square \]

**Remark 5.2.** We notice that in \[39, 38, 29\], the functionals were combined as follows
\[
J_c(v) := \sum_{i=1}^{N} \omega_i \text{sign}(J_i(u_h^{(2)}) - J_i(\tilde{u})) J_i(v)
\]
\( \forall v \in \bigcup_{i=0}^{N} D(J_i). \)

For the error weighting function \( E(x, J(\tilde{u})) := \sum_{i=1}^{N} \omega_i x_{i} / |J_i(\tilde{u})| \), which yields that the error functional \( J_E \) coincides with \(-J_c\) up to a constant \[27\], the condition
\[
J_i(u_h^{(2)}) \notin [J_i(\tilde{u}_1), J_i(\tilde{u}_2)] \cup [J_i(\tilde{u}_2), J_i(\tilde{u}_1)]
\]
is not required to avoid error cancellation.

## 6 Algorithms

In this section, we describe the algorithmic realizations of our theoretical work. The spatial discretization is based on the finite element method. However, the algorithms presented below can be adapted to other discretization techniques as well. We use the same finite element discretizations as in our previous work \[27\], i.e continuous bilinear elements for \( U_h \) and \( V_h \) and continuous bi-quadratic elements for the enriched spaces \( U_h^{(2)} \) and \( V_h^{(2)} \) in the two dimensional case.

### 6.1 Newton’s algorithm

Newton’s method for solving the nonlinear variational problem \[2\] on refinement level \( l \) is stated in Algorithm \[1\]. Below we identify \( u_{h\ell} \) with the corresponding vector with respect to the chosen basis when we compute \( \|\delta u_{h\ell}\|_{\ell_\infty} \). Furthermore for the following algorithm let \( s_{h\ell} \) be defined as
\[
s_{h\ell} := \frac{\|\delta u_{h\ell-1}\|_{\ell_\infty}}{1 - (\|\delta u_{h\ell-1}\|_{\ell_\infty} / \|\delta u_{h\ell-2}\|_{\ell_\infty})^2},
\]
leading to a stopping criteria which is motivated by \[24\].

**Algorithm 1** Adaptive Newton algorithm for multiple goal functionals on level \( l \)

1. Start with some initial guess \( u_{h\ell_0} \in U_{h\ell_0} \), set \( k = 0 \), and set \( TOL_{Newton} > 0 \).
2. while \( s_{h\ell} > TOL_{Newton}(\|u_{h\ell}\|_{\ell_\infty} + \|\delta u_{h\ell-1}\|_{\ell_\infty}) \) or \( s_{h\ell} < 0 \) do
   3. Solve for \( \delta u_{h\ell} \),
   \[
   A'(u_{h\ell})(\delta u_{h\ell}, v_h) = -A(u_{h\ell})(v_h) \quad \forall v_h \in V_{h\ell}.
   \]
4. Update : \( u_{h\ell}^{k+1} = u_{h\ell} + \alpha \delta u_{h\ell} \) for some good choice \( \alpha \in (0, 1] \).
5. \( k = k + 1 \).
Remark 6.1. The arising linear systems are solved using the direct solver UMFPACK \cite{22}.

Remark 6.2. In Algorithm 1, we choose $\|\delta u_h^{l-2}\|_\infty := 1, \|\delta u_h^{l-1}\|_\infty := 0.99$ and $\text{TOL}_k^{\text{Newton}} = 10^{-8}$. To compute $\alpha$, we used the same line search method as described in \cite{27}.

6.2 Adaptive Newton algorithms for multiple goal functionals

In this section, we describe the key algorithm. The basic structure of the algorithm is similar to that presented in \cite{27, 60} and \cite{32}. In contrast to previous work, we replace the stopping criteria $|A(u_h^k)(z_h^k)| > 10^{-2}\eta_h^{-1}$, which was used in \cite{27}, by $|(J^k_{e})'((\delta u_h^k))| > 10^{-2}\eta_h^{-1}$. However, this is only possible since we assume that the linear problem is solved exactly, and we replace the error estimator on the current level by that one of the previous level.

Remark 6.3. In the algorithms developed in \cite{60}, the computation of the adjoint solution could not be avoided since it was also needed to compute the current discretization error estimator.

Algorithm 2 Adaptive Newton algorithm for multiple goal functionals on level $l$

1. Start with some initial guess $u_h^{l,0} \in U_h^l$ and $k = 0$.
2. Construct $(J_e^{(0)})'$ constructed with $u_h^{l,(2)}$ and $u_h^{l,0}$
3. For $\delta u_h^{l,k}$, solve
   \[ A'(u_h^{l,k})(\delta u_h^{l,k}, v_h) = -A(u_h^{l,k})(v_h) \quad \forall v_h \in V_h^l. \]
4. while $|(J_e^{(k)})'((\delta u_h^{l,k}))| > 10^{-2}\eta_h^{-1}$ do
5. \hspace{1em} Update : $u_h^{l,k+1} = u_h^{l,k} + \alpha \delta u_h^{l,k}$ for some good choice $\alpha \in (0, 1]$.
6. \hspace{1em} $k = k + 1$.
7. \hspace{1em} For $\delta u_h^{l,k}$, solve
   \[ A'(u_h^{l,k})(\delta u_h^{l,k}, v_h) = -A(u_h^{l,k})(v_h) \quad \forall v_h \in V_h^l. \]
8. Construct $(J_e^{(k)})'$ constructed with $u_h^{l,(2)}$ and $u_h^{l,k}$

Remark 6.4. The last Newton update in Algorithm 2 is only used in the stopping criterion. Of course, one can use this update to perform a very last Newton update step for a final improvement of the solution.

Remark 6.5. We can also use Algorithm 3 for the enriched problem, replacing the stopping criterion $|(J_e^{(k)})'((\delta u_h^{l,k}))| > 10^{-2}\eta_h^{-1}$ by $|J_i'(\delta u_h^{l,k})| < \text{TOL}_i^l$. This stopping criterion can also be used for this algorithm, which makes Algorithm 3 more flexible.

6.3 The final algorithm

In this subsection, we formulate the overall algorithm starting with an initial mesh $\mathcal{T}_h^l$ and the corresponding finite element spaces $V_h^l, U_h^l, U_h^{l,(2)}$ and $V_h^{l,(2)}$, where $U_h^{l,(2)}$ and $V_h^{l,(2)}$ are the enriched finite element spaces. The refinement procedure creates a sequence of finer and finer meshes $\mathcal{T}_h^l$ leading to the corresponding finite element spaces $V_h^l, U_h^l, U_h^{l,(2)}$ and $V_h^{l,(2)}$ for $l = 2, 3, \ldots$.
Algorithm 3 The final algorithm

1. Start with some initial guess \( u_h^{0,(2)}, u_h^0 \), set \( l = 1 \) and set \( TOL_{dis} > 0 \).
2. Solve (2) for \( u_h^{l,(2)} \) using Algorithm 1 with the initial guess \( u_h^{l-1,(2)} \) on the discrete space \( U_h^{l,(2)} \).
3. Solve (2) using Algorithm 2 with the initial guess \( u_h^{l-1} \) on the discrete spaces \( U_h^l \).
4. Construct the combined functional \( J_E \) as in (20).
5. Solve the adjoint problem (4) for \( J_E \) on \( V_h^{l,(2)} \) and \( V_h^l \).
6. Construct the error estimator \( \eta_K \) by distributing \( \eta_i \) defined in (16) to the elements and adding the local remainder contributions \( \eta_{R,K}^{(2)} \) defined in (19).
7. Mark elements with some refinement strategy.
8. Refine marked elements: \( T_h^l \mapsto T_h^{l+1} \) and \( l = l + 1 \).
9. If \( |\eta_h| < TOL_{dis} \) stop, else go to 2.

As already explained above, we replace the estimated error \( \eta_h^{l,(2)} \) by \( \eta_h^{l-1,(2)} \) to avoid the evaluation of the error estimator and the computation of the adjoint solution in step 3 of Algorithm 2. Thus, \( \eta_h^{l-1} \) is not defined on the first level. Therefore, we set \( \eta_h^0 := 10^{-8} \). This means that we perform more iterations on the coarsest level. However, solving on this level is very cheap.

Remark 6.6. The refinement procedure used in our numerical examples in step 7 of Algorithm 3 is based on the fixed-rate strategy described in [10] with \( X = 0.1 \) and \( Y = 0.0 \). However, in contrast to this procedure, we additionally mark one more element and all elements with the same error contribution as the smallest of the marked cells.

7 Numerical examples

In order to support our theoretical and algorithmic developments, some numerical tests are performed in this section. These examples are based on a regularized \( p \)-Laplace equation with a very small regularization parameter \( \varepsilon > 0 \) and \( p \in (1, \infty) \).

In the first example, we consider a problem with a non-smooth analytical solution on the unit square. Here we investigate the behavior in the case of single goal functionals. In the second example, we investigate the behavior of multiple goal functionals on a more complicated domain. In these tests, we also provide computational hints on the validity of the saturation assumptions (despite that for the specific choices, we cannot proof that the saturation assumptions hold true). The implementation is based on the finite element library deal.II [9] and the extension of our previous work [29].

7.1 A single goal functional

In the first set of computations, we consider the boundary value problem

\[
- \text{div}(\varepsilon^2 + |\nabla u|^2) \frac{\varepsilon^2}{2} \nabla u = f \quad \text{in } \Omega \quad \text{and } u = 0 \quad \text{on } \partial \Omega,
\]

(21)
with $p = 4$ and $\varepsilon = 10^{-10}$ and $f$ such that $u(x, y) = \sqrt{x^2 + y^2(x^2 - 1)(y^2 - 1)}$ is the exact solution. The computational domain $\Omega$ is the unit square $(-1, 1) \times (-1, 1)$. As goal functional we consider

$$J(u) := u(0, 0) = 0.$$  

This point is exactly where the singularity of the solution is, which is visualized on Figure 2 (left). Furthermore, there is a line singularity, where $\nabla u = 0$ leading to additional refinement on these lines and a high gradient of the adjoint solution $z_h$ due to the small regularization parameter, which can be monitored at Figure 2 (middle, right).

Figure 2: Approximation of the solution (left), the adjoint solution (right) on the mesh (middle) achieved on level $l=31$ (144 785 DOFs).

Inspecting the error in our goal functional $u(0, 0)$ for uniform refinement shown in Figure 3, it turns out that we have a worse convergence rate than $O(\text{DOFs}^{-\frac{1}{2}}) \approx O(h)$. Adaptivity leads to a convergence rate of approximately $O(\text{DOFs}^{-1})$, i.e., to reach the same accuracy as with more than 1 000 000 DOFs using uniform refinement, we need less than 10 000 DOFs.

Furthermore, we monitor that the influences of the remainder term and iteration error vanish during the refinement process, as expected. Specifically, the estimator part $|\eta^{(2)}_R|$ shows a higher-order behavior as expected, but has an influence on coarse meshes.

Moreover, in this numerical example, Assumption 1 and Assumption 2 seem to be fulfilled even with the additional condition that $b_h \to 0$ and $b_{h,\gamma} \to 0$ on adaptive meshes, which we also observe in Figure 4 as well as in Table 1. On the other hand, we observe a completely different behavior on uniformly refined meshes in Figure 5. The effectivity indices are approximately $0.1 - 0.2$, i.e., our estimator determines the error better on adaptively refined meshes. In Theorem 3.11, we prove that the efficiency depends on the constant $b_0$ in the saturation assumption. We assume that, for this example, $b_0$ is closer to 1 in the case of uniform refinement, while, for adaptive refinement, we also recover parts of the optimal convergence rate for the enriched space, and, therefore, we obtain $b_h \to 0$ and $b_{h,\gamma} \to 0$. 
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Table 1: Effectivity indices and errors for adaptive refinement. Here, $l$ denotes the refinement level. Several intermediate levels are left out for the sake of a clearly arranged table.

| $l$ | DOFs | $I_{eff}$ | $I_{eff,\gamma}$ | $|\eta^{(2)}|$ | $|\eta_h^{(2)}|$ | $|J(u) - J(u_h)|$ |
|-----|------|----------|-----------------|----------------|----------------|------------------|
| 1   | 9    | 0.753    | 0.237           | 7.17E-01      | 2.26E-01      | 9.52E-01         |
| 2   | 25   | 1.007    | 1.836           | 1.93E-01      | 3.51E-01      | 1.91E-01         |
| 5   | 133  | 0.608    | 0.910           | 4.80E-02      | 7.18E-02      | 7.89E-02         |
| 10  | 605  | 0.745    | 0.858           | 1.04E-02      | 1.20E-02      | 1.39E-02         |
| 15  | 2365 | 0.882    | 0.877           | 2.61E-03      | 2.59E-03      | 2.95E-03         |
| 20  | 8481 | 0.923    | 0.917           | 6.00E-04      | 5.95E-04      | 6.49E-04         |
| 25  | 31649| 0.984    | 0.973           | 2.00E-04      | 1.98E-04      | 2.03E-04         |
| 30  | 111793| 0.995   | 0.992           | 4.27E-05      | 4.26E-05      | 4.29E-05         |
| 35  | 410201| 0.999   | 0.996           | 1.12E-05      | 1.12E-05      | 1.12E-05         |
| 39  | 1166237| 1.000  | 1.004           | 3.74E-06      | 3.76E-06      | 3.74E-06         |
| 40  | 1513865| 1.000  | 1.000           | 2.96E-06      | 2.96E-06      | 2.96E-06         |

Figure 4: Effectivity indices for adaptive refinement

Figure 5: Effectivity indices for uniform refinement

7.2 Multiple goal functionals

In the second example, we again consider the non-linear boundary value problem (21), but with a different right-hand side and a different computational domain $\Omega$. Specifically, we choose $f \equiv 1$. The computational domain is sketched in Figure 6 (left). This example already was considered in our previous work [27] with the same parameters $p = 4$ and $\varepsilon = 10^{-10}$. Furthermore, we consider the same
Figure 3: Error vs DOFs for $p = 4$, $\varepsilon = 10^{-10}$. Error (unif.) describes the error for uniform refinement in $J(u)$ and Error (adapt.) for adaptive refinement.

functionals of interest which are given by

\[
J_1(u) := (1 + u(2.9, 2.1))(1 + u(2.1, 2.9)), \\
J_2(u) := \left( \int_{\Omega} u(x, y) - u(2.5, 2.5) \, dx \, dy \right)^2, \\
J_3(u) := \int_{(2.3) \times (2.3)} u(x, y) \, dx \, dy, \\
J_4(u) := u(0.6, 0.6),
\]

with the same approximations as in [27], where a reference solution on a fine grid (8 uniform refinements, $Q^2_2$ elements, 22038525 DOFs) was computed on the cluster RADON1.

In the following, we discuss and interpret our observations. In Figure 9, we can observe that we indeed obtain an improved convergence rate for our error functional $J_E$. By comparing the error reductions in the single functionals for uniform and adaptive refinement in Figure 8 and Figure 10 respectively, we observe similar convergence rates in all functionals as well as an improvement for the adaptive approach. However, this does not necessarily hold true for all functionals as shown in [29]. Monitoring the different types of errors, we observe that the remainder part is indeed of higher order. Furthermore, both error estimators almost coincide with the true error. This leads to effectivity indices close to one, which are provided in Figure 7. This figure also shows that it is not sufficient to consider only the primal part of the error estimator.

https://www.ricam.oeaw.ac.at/hpc/overview/
Figure 6: Initial mesh (left), the primal solution (middle) and adjoint solution (right) on the mesh achieved on level $l=22$ (24 532 DOFs).

Figure 7: Effectivity indices for adaptive refinement for multiple goals.

Figure 8: Error reduction for the single functionals using uniform refinement.

Figure 9: Comparison of the different error parts and the error in the uniform and adaptive case for the combined functional $J_E$.

Figure 10: Error reduction for the single functionals using adaptive refinement.
8 Conclusions

In this work, we further investigated and developed a posteriori error estimation and mesh adaptivity using the dual-weighted residual method for treating multiple goal functionals. This framework includes both nonlinear PDEs and nonlinear goal functionals, estimation of the discretization error and the nonlinear iteration error. The latter can be used as stopping criterion for the nonlinear solver, e.g., for the Newton solver that is used in our numerical experiments. Using a saturation assumption, we could establish the efficiency of the error estimator. These theoretical findings give insight into the influence of the choice of the enriched space that is used to approximate the unknown exact solution in the error estimator. Our developments are substantiated with carefully designed numerical tests. Moreover, our studies also include investigations of the influence of the remainder term to the error estimator. Summarizing, we have designed a well-tested framework for the regularized $p$-Laplacian that will be extended in future work to some of the promised (stationary) multiphysics applications mentioned in the introduction.
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