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Abstract

The present paper studies adaptive refinement on multi-patch structures via the gluing approach. More precisely, we investigate the applicability of the gluing construction in isogeometric analysis on multi-patch domains with adaptively refined spline spaces. We will see that this is closely related to the concept of boundary compatibility of an adaptive spline construction.

Given a spline basis (or, more generally, a generating system if linear independence is not guaranteed) on a $d$-dimensional box domain, there are two possibilities for constructing the spline basis on the domain boundary. Firstly, one can simply restrict the basis functions to the boundary. Secondly, one may restrict the underlying mesh to the boundary and construct the spline basis on the resulting mesh. The two constructions do not necessarily produce the same set of functions. If they do, then the spline bases are said to be compatible.

We study this property for hierarchical (HB-) and truncated hierarchical B-splines (THB-splines) and identify sufficient conditions. These conditions are weaker for THB-than for HB-splines. Finally we demonstrate the importance of boundary compatibility for geometric modeling and for adaptive refinement in isogeometric analysis, in particular when considering multi-patch domains.
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1. Introduction

The framework of Isogeometric Analysis (IGA) \cite{20,41} aims at closing the gap between geometry representations in Computer-Aided Design (CAD) and classical Finite Element Methods (FEM). The spaces of spline functions that define the geometry simultaneously provide the basis for the discretization. Hence, data transformations becomes unnecessary and the advantageous properties of spline functions, such as the built-in
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smoothness and the various options for refinement (h-, p- or k-refinement, see [9, 20, 41]) can be exploited in the numerical computation. The power of this approach is reflected by the growing number of publications investigating its application in various fields, where isogeometric methods have been shown to be a valuable alternative to the classical, well-established finite-element techniques, see, e.g., [4, 6, 7, 22, 63, 69] and the recent survey [11] as well as the references therein.

In its most basic form, IGA relies on tensor-product B-splines which preclude the possibility of local refinement. Any refinement, i.e., the insertion of a knot, affects the entire parameter domain and thus introduces superfluous degrees of freedom. Adaptive numerical methods, which iteratively improve accuracy of the numerical solution while keeping the number of degrees of freedom as small as possible, require local refinement schemes. This observation has triggered the exploration of numerous generalizations of the tensor-product framework.

T-splines, introduced in [59, 60], are based on local knot vectors and allow meshes with T-junctions. They were first applied in [5, 25] and analyzed and further developed in [8, 10, 50, 51, 58]. Additional constraints are required to ensure good mathematical properties, such as linear independence and the partition of unity property [57].

The concept of hierarchical B-splines (HB-splines) was presented in [28, 46] and studied the isogeometric framework in [64]. Hierarchical B-splines, however, do not preserve the partition of unity-property of tensor-product B-splines. This property can be restored by normalizing the hierarchical splines, see [62], or by applying a truncation procedure which leads to Truncated Hierarchical B-splines (THB-splines). THB-splines were introduced in [31] and further explored in [29, 30, 32, 35, 44]. Their extension to Catmull-Clark surfaces has been presented recently [66].

Further spline constructions that allow local refinement include polynomial splines over hierarchical T-meshes (PHT-splines), see [23, 49, 54, 65, 67], and locally refined splines (LR-splines), see [14, 24, 42, 61]. See also [43, 48].

Typically, the constructions of d-variate splines assume that the domain is a d-dimensional box in \( \mathbb{R}^d \). The resulting spline spaces, however, are not suitable for representing more complicated physical domains. As a natural solution to this problem, multi-patch representations have been employed in IGA. Multi-patch structures can also be the result of domain segmentation methods which split large objects into smaller topological hexahedra or quadrilaterals that admit spline representations, see [16, 52, 55]. Apart from geometric aspects, multi-patch representations are also employed when different materials or models are used in different areas of the considered object, see, e.g., [21, 38].

Many techniques are available for performing numerical computation on multi-patch structures in IGA. Methods which have been derived from classical, overlapping and non-overlapping domain decomposition methods were studied in, e.g., [12, 13, 15, 36, 37, 38, 45]. A Nitsche-type formulation was discussed in [3], and the discontinuous Galerkin methods studied in [39, 40, 47] allow structures which may have small gaps and/or overlaps between patches, i.e., which are not geometrically conforming.

If the interfaces of the multi-patch structure are suitable and the global system has
a reasonable size, it is also possible to use a simple all-at-once-approach, where a global
discretization is constructed by *gluing* local basis functions. In this approach, any two
basis functions from different patches, which are non-vanishing and take identical values
on an interface, are identified with the same degree of freedom. This can be interpreted as
constructing one global basis function which is defined patch-wise and which is globally
continuous. Extensions of this gluing approach cover situations where one side of an
interface is the refinement of the other one (similar to hanging nodes in classical finite
elements), or where higher smoothness is enforced via geometric continuity, see [17, 19,
21].

The present paper studies *adaptive refinement* on *multi-patch structures* via the *glu-
ing approach*. More precisely, we investigate the applicability of the gluing construction
in the framework of adaptive spline refinement on multi-patch domains, which is dis-
cussed in Section 5. We will see that this is closely related to the concept of *boundary
compatibility* of an adaptive spline construction.

Consider a given construction of (adaptively refined) spline spaces, which is applied
to $d$-dimensional domain. There are two possibilities for constructing a spline basis on
the domain boundary. Firstly, one can restrict the basis functions to the boundary,
which corresponds to a simple evaluation of the “full”, $d$-variate splines, at the domain
boundary. Secondly, the mesh can be restricted to the domain boundary and new splines
can be constructed from the restricted mesh. If these two constructions produce the same
set of functions, we say that the basis possesses the property of *boundary compatibility*.

We discuss the property of boundary compatibility of generating systems from an
abstract point of view in Section 2, where we also show that tensor-product B-splines
possess this property. We present conditions which are sufficient for boundary com-
patibility of HB-splines and THB-splines in Sections 3 and 4, respectively. Section 5
is dedicated to multi-patch structures, and based on the previous theoretical findings
we formulate conditions which ensure that the patch-wise defined bases of a multi-patch
THB-/HB-spline structure can be coupled by invoking a gluing construction. These con-
ditions, however, may be violated in the course of adaptive refinement, and we present
an algorithm that restores them in Section 6.

2. Boundary compatibility

We introduce the notion of boundary compatibility of spline spaces and discuss it for
tensor-product splines and adaptively refined spline constructions.

2.1. Compatibility property

Given a parameter domain, which is often assumed to be the $d$-dimensional unit cube
$$
\Omega = [0, 1]^d,
$$
spline spaces in isogeometric analysis and geometric modeling are typically constructed
by specifying a finite basis $X$ (or, more generally, a generating system if linear inde-
pendence is not guaranteed) that spans a finite-dimensional subspace of $C(\Omega)$. More
general axis-aligned boxes can be transformed into the unit cube by a simple affine transformation.

We will consider $\mathcal{X}$ as a vector of functions, i.e., $\mathcal{X} \in C(\Omega)^{|\mathcal{X}|}$, where $|\mathcal{X}|$ denotes the number of functions in $\mathcal{X}$. By a slight abuse of notation, we will write $\varphi \in \mathcal{X}$ if one of the elements of the vector is equal to the function $\varphi$.

Clearly, the boundary of the $d$-dimensional unit cube $\Omega$ consists of $2d$ sides, which are $(d-1)$-dimensional boxes. Without loss of generality we consider the side

$$\Sigma = \{(0, \xi_2, \ldots, \xi_d), \; \xi_i \in [0, 1] \; \text{for} \; i = 2, \ldots, d \} \subset \Omega,$$

which is obtained by intersecting the boundary of the cube with the plane $\xi_1 = 0$. In order to keep the notation simple we will identify $\Sigma$ with the unit cube $[0, 1]^{d-1}$, even though it is simultaneously considered as a subset of $\overline{\Omega} = [0, 1]^d$.

Typically, the spline basis $\mathcal{X}$ on $\Omega$ is defined by specifying a polynomial degree $p$ and by choosing a mesh $\mathcal{M}$ (which is often a subdivision of the domain into axis-aligned boxes, possibly with different multiplicities for the interfaces). On the one hand, restricting the spline basis on $\Omega$ to the side $\Sigma$ gives the generating system $\mathcal{X}|_{\Sigma}$ that spans the restricted spline space. On the other hand, the restriction $\mathcal{M}|_{\Sigma}$ of the mesh to the side $\Sigma$ results in another mesh, which defines another spline basis $\mathcal{Y}$ on the side. The generating system $\mathcal{Y}$ is represented by another vector of functions, i.e., $\mathcal{Y} \in C(\Sigma)^{|\mathcal{Y}|}$.

We study the compatibility of these two spline constructions. More precisely, it is desirable to obtain (essentially) a one-to-one correspondence between the non-zero functions in $\mathcal{X}|_{\Sigma}$ and $\mathcal{Y}$.

Given two functions $\varphi \in \mathcal{X}$ and $\psi \in \mathcal{Y}$ satisfying

$$\varphi|_{\Sigma} = \psi,$$

we say that $\varphi$ is an extension of $\psi$, and $\psi$ is the restriction of $\varphi$. The compatibility of the spline constructions of the domain is formalized by introducing the notion of compatibility.

**Definition 1.** Consider two generating systems $\mathcal{X} \in C(\Omega)^{|\mathcal{X}|}$ and $\mathcal{Y} \in C(\Sigma)^{|\mathcal{Y}|}$ that are defined on the unit cube $\Omega$ and on its side $\Sigma$, respectively. These two systems are said to be compatible, if both the unique restriction condition

$$\forall \varphi \in \mathcal{X} : \; \varphi|_{\Sigma} \neq 0 \Rightarrow \exists! \psi \in \mathcal{Y} : \; \varphi|_{\Sigma} = \psi \quad (1)$$

and the unique extension condition

$$\forall \psi \in \mathcal{Y} : \; \psi \neq 0 \Rightarrow \exists! \varphi \in \mathcal{X} : \; \varphi|_{\Sigma} = \psi \quad (2)$$

are satisfied.

Given a vector of functions $\mathcal{Y}$, we denote with $\mathcal{Y}_0$ the sub-vector which is formed by its non-zero elements. We consider the situation of the previous definition and provide a characterization of compatible generating systems.
Lemma 2. The two generating systems $X \in C(\Omega)^{|X|}$ and $Y \in C(\Sigma)^{|Y|}$ are compatible if and only if

(i) there are no repeated entries in $Y_0$ and
(ii) there exists a permutation matrix $P$ such that

$$(X|\Sigma)_0 = P Y_0.$$ 

The second condition is equivalent to the fact that the two vectors are related by a bijection that identifies elements taking identical values on the side.

Proof. One the one hand, if the two generating systems are compatible, the unique restriction condition implies that there are no repeated entries in $Y_0$. The unique extension condition thus establishes the existence of a bijection between $Y_0$ and a subset of $(X|\Sigma)_0$. The latter subset is the entire set $(X|\Sigma)_0$, due to the unique restriction condition. Consequently we have a bijection between $(X|\Sigma)_0$ and $Y_0$, which can expressed by a permutation.

On the other hand, the two conditions (i) and (ii) imply both the unique restriction and the unique extension condition. The existence of the restrictions and extensions is obvious, and their uniqueness follows from (i).

We will say that a construction of spline bases possesses the property of boundary compatibility if it produces generating systems that are compatible in the sense of Definition 1.

2.2. Tensor-product splines

Tensor-product B-splines are the simplest instance of a boundary compatible spline construction on the domain $\Omega$ and its side $\Sigma$.

On $\Omega$, these splines are obtained by choosing $d$ degrees and $d$ knot vectors (one per coordinate direction). The Cartesian product of the knot vectors defines the mesh $M$. The mesh decomposes the domain $\Omega$ into elements (cells), and the set of elements will be denoted by $L(\Omega)$.

Each knot vector has an associated set of univariate B-splines. Their products are the tensor-product B-splines. More precisely, we obtain tensor-product B-splines

$${\mathcal B} = (\beta_i)_{i \in I},$$

with the index set

$$I = \prod_{k=1}^d \{1, \ldots, n^k\},$$

where $n^k$ denotes the number of B-splines in the $k$-th coordinate. These functions are products

$$\beta_i(\xi_1, \xi_2, \ldots, \xi_d) = \prod_{k=1}^d b_{k,i_k}(\xi_k), \quad i = (i_1, \ldots, i_d) \in I$$
of \(d\) univariate B-splines \(b_{k,i}\).

The tensor-product splines on \(\Sigma\) use the same knot vectors except for the first one, which is omitted. The construction of the tensor-product B-splines on the side is analogous to the full-dimensional case.

In detail, we obtain tensor-product B-splines

\[
\mathcal{C} = (\gamma_j)_{j \in \mathcal{J}},
\]

with the index set

\[
\mathcal{J} = \bigotimes_{k=2}^{d} \{1, \ldots, n_k\}.\]

These are functions are products

\[
\gamma_j(\xi_2, \ldots, \xi_d) = \prod_{k=2}^{d} b_{k,j_k}(\xi_k), \quad j = (j_2, \ldots, j_d) \in \mathcal{J}
\]

of \(d-1\) univariate B-splines \(b_{k,j_k}\).

It is rather obvious that tensor-product splines possess the compatibility property under natural assumptions. The tensor-product spline bases \(\mathcal{B}\) and \(\mathcal{C}\) form the vectors \(\mathcal{X}\) and \(\mathcal{Y}\) in this situation.

**Proposition 3.** The tensor-product B-splines on \(\Omega\) and \(\Sigma\) are compatible if the boundary knots 0 and 1 have multiplicity \(p + 1\) in all univariate knot vectors.

**Proof.** The existence of the restriction and extension follows directly from the tensor-product structure of the involved bases. The uniqueness is implied by the linear independence of tensor-product splines.

Note that the conditions of the Proposition imply compatibility with respect to all \(2d\) sides of the cube \(\Omega\). Also note that the indices of functions in \(\mathcal{B}\) which do not vanish on \(\Sigma\) are given by

\[
\mathcal{I}_\Sigma = \{i \in \mathcal{I} : \beta_i|_\Sigma \neq 0\} = \{(1, j) : j \in \mathcal{J}\},
\]

and that the extension of a B-spline \(\gamma_j\) is given by \(\beta_{(1,j)}\), i.e.,

\[
\beta_{(1,j)}|_\Sigma = \gamma_j, \quad \forall j \in \mathcal{J}.\]

2.3. Spline constructions providing local adaptivity

As mentioned in the introduction, spline constructions that allow local refinement include T-splines, LR-splines, HB-splines, THB-splines, and PHT-splines.

- T-splines possess the property of boundary compatibility. Only T-splines whose local knot vector includes the boundary knot with multiplicity \(p + 1\) do not vanish at the domain boundary. The basis functions at the domain boundary are thus determined only by the mesh on the respective side.
Figure 1: Counterexample for boundary compatibility of (bi-quadratic) LR-splines. The dashed univariate splines do not have extensions in the two-variate basis.

Figure 2: Counterexample for boundary compatibility of (bi-quadratic) HB-splines. The dashed spline is a restriction of a two-dimensional function, but it is not a univariate HB-spline (see Section 3 for details).

• We note that LR-splines do not possess the property of boundary compatibility in general. A counterexample is illustrated in Figure 1. The restriction of the two-dimensional mesh (shown on the left) to its southern boundary results in the knot vector displayed on the right. Among the six univariate basis functions on this knot vector, the two functions that are plotted with dashed, red lines, do not have a bivariate extension.

• Also, HB-splines and THB-splines are not boundary compatible in general. Figure 2 shows an example of a hierarchical mesh (see Section 3 for definition and details) which defines non-boundary compatible HB-splines. The function plotted with a dashed, red line is a restriction of a two-dimensional spline, but it is not a univariate HB-spline.

• The boundary compatibility of PHT-splines depends on the specific spline space, but it is clearly satisfied for $S(3, 3, 1, 1)$ and $S(3, 3, 3, 1, 1, 1)$, the space of piecewise bicubic, globally $C^1$-continuous polynomials.

Sufficient conditions ensuring the compatibility of hierarchical splines will be derived in the next two sections.
3. Hierarchical B-splines

We recall the framework of hierarchical spline refinement and derive conditions that guarantee the property of boundary compatibility.

3.1. Hierarchies of tensor-product splines

We will use the hierarchical approach to adaptive refinement, which is based on a nested sequence of spline spaces. More precisely, we consider a sequence of levels \( \ell = 0, \ldots, N \). For each level we choose \( d \) polynomial degrees and \( d \) knot vectors (one per coordinate direction). The Cartesian product of the knot vectors defines the mesh \( \mathcal{M}^\ell \), which subdivides the domain \( \Omega \) into a set of elements \( \mathcal{L}^\ell(\Omega) \). The hierarchy of these meshes is denoted by \( \hat{\mathcal{M}} = (\mathcal{M}^\ell)_{\ell=0,\ldots,N} \).

The degrees and knot vectors define tensor-product B-splines

\[
\mathbf{B}^\ell = (\beta_i^\ell)_{i \in \mathcal{I}^\ell},
\]

with index sets \( \mathcal{I}^\ell \). The sequence of spline bases will be denoted as

\[
\hat{\mathbf{B}} = (\mathbf{B}^\ell)_{\ell=0,\ldots,N}.
\]

We assume that the knots and degrees are chosen such that the B-splines span nested spline spaces,

\[
\text{span} \mathbf{B}^0 \subset \text{span} \mathbf{B}^1 \subset \ldots \subset \text{span} \mathbf{B}^N. \tag{5}
\]

This is the case if and only if the degrees are non-decreasing, the knots of a given level are present at all higher levels also, and their multiplicity increases at least by the difference of the degrees.

For each level \( \ell \), the tensor-product splines on the side \( \Sigma \) use the same knot vectors except for the first one, which is omitted, and the construction of the boundary tensor-product B-splines is again analogous to the full-dimensional case. We obtain another sequence of tensor-product B-splines

\[
\hat{\mathbf{C}} = (\mathbf{C}^\ell)_{\ell=0,\ldots,N}, \quad \mathbf{C}^\ell = (\gamma_j^\ell)_{j \in \mathcal{J}^\ell},
\]

with index sets \( \mathcal{J}^\ell \). If the full hierarchy consists of nested spaces (5), then this property is inherited by the tensor-product splines on \( \Sigma \),

\[
\text{span} \mathbf{C}^0 \subset \text{span} \mathbf{C}^1 \subset \ldots \subset \text{span} \mathbf{C}^N.
\]

Finally we note that Proposition 3 ensures the compatibility of the spline bases \( \mathbf{B}^\ell \) and \( \mathbf{C}^\ell \) of each level. In particular we have index sets

\[
\mathcal{I}^\ell_\Sigma = \{ i \in \mathcal{I}^\ell : \beta_i^\ell|\Sigma \neq 0 \} = \{ (1, j) : j \in \mathcal{J}^\ell \}, \tag{6}
\]

and the extension of a B-spline \( \gamma_j^\ell \) is given by \( \beta_{(1,j)}^\ell \), i.e.,

\[
\beta_{(1,j)}^\ell|\Sigma = \gamma_j^\ell, \quad \forall j \in \mathcal{J}^\ell. \tag{7}
\]
3.2. Subdomain hierarchies

For each level \( \ell \) we consider a subdomain \( \Omega^\ell \), which is assumed to be the closure of an open subset of \([0,1]^d\). In addition it is required that these subdomains form an inversely nested sequence

\[ \Omega = \Omega^0 \supseteq \Omega^1 \supseteq \ldots \supseteq \Omega^N. \]

This finite sequence of subdomains is denoted by

\[ \hat{\Omega} = (\Omega^\ell)_{\ell=0,...,N}. \tag{8} \]

To unify the notation, we define \( \Omega^\ell = \emptyset \) for \( \ell > N \).

In principle it is possible to consider an arbitrary sequence of nested subdomains. We restrict ourselves to subdomains that are obtained by collecting elements. More precisely, each subdomain corresponds to a set of elements \( \mathcal{E}^\ell \) via

\[ \Omega^\ell = \bigcup_{e \in \mathcal{E}^\ell} e. \]

The following two notions, which characterize two important special cases, have been introduced in [64]:

**Definition 4.** The subdomain hierarchy \( \hat{\Omega} \) fulfills the strong condition, if each \( \Omega^\ell \) is composed of elements which are defined by the mesh \( \mathcal{M}^\ell \) of the same level, i.e., \( \mathcal{E}^\ell \subseteq \mathcal{L}^\ell \), \( \ell = 1, \ldots, N \). They are said to satisfy the strong condition if the sets \( \mathcal{E}^\ell \) consist of elements of the previous level \( \ell - 1 \), i.e., \( \mathcal{E}^\ell \subseteq \mathcal{L}^{\ell-1} \).

Clearly the strong condition implies the weak one. An illustration is provided in Figure 3, where a hierarchical mesh is shown with \( 2 \times 2 \) cells on level \( \ell - 1 \) and \( 4 \times 4 \) cells on level \( \ell \) (see Figures 3(a) and 3(b)). The three choices of the subdomain \( \Omega^\ell \) depicted in Figures 3(c), 3(d), and 3(e) satisfy the strong (and thus also the weak condition), only the weak condition, and neither condition, respectively.
The intersections of the side \( \Sigma \) with the subdomains \( \Omega^\ell \) define the associated *side subdomains* 

\[
\Sigma^\ell = \Sigma \cap \Omega^\ell.
\]

These intersections define another inversely nested sequence, 

\[
\Sigma = \Sigma^0 \supseteq \Sigma^1 \supseteq \ldots \supseteq \Sigma^N.
\]

This finite sequence of subdomains is denoted by 

\[
\hat{\Sigma} = (\Sigma^\ell)_{\ell=0,\ldots,N}.
\]  \hfill (9)

If the subdomains \( \Omega^\ell \) satisfy the weak or the strong condition then this is inherited by the associated side subdomains, respectively.

We conclude this section with a simple observation about supports of B-splines:

**Lemma 5.** We consider a B-spline \( \gamma^\ell_{j} \in C^\ell \) and its unique extension \( \beta^\ell_{(1,j)} \in B^\ell \).

(i) Assume that \( \Omega^\ell \) satisfies the weak condition. The support of the extension \( \beta^\ell_{(1,j)} \) is contained in the subdomain \( \Omega^\ell \) of the same level if and only if the support of \( \gamma^\ell_{j} \) is contained in the associated side subdomain \( \Sigma^\ell \).

(ii) Assume that \( \Omega^\ell \) satisfies the strong condition. The support of the extension \( \beta^\ell_{(1,j)} \) is contained in the subdomain \( \Omega^{\ell+1} \) of the next finer level if and only if the support of \( \gamma^\ell_{j} \) is contained in the associated side subdomain \( \Sigma^{\ell+1} \).

**Proof.** (i) The implication \( \text{supp} \gamma^\ell_{j} \nsubseteq \Sigma^\ell \Rightarrow \text{supp} \beta^\ell_{(1,j)} \nsubseteq \Omega^\ell \) is trivial. For the implication \( \text{supp} \gamma^\ell_{j} \subseteq \Sigma^\ell \Rightarrow \text{supp} \beta^\ell_{(1,j)} \subseteq \Omega^\ell \), see Figure 4 for an illustration. The domain \( \Omega^\ell \subset \Omega \) is indicated by the colored area on the right in Figure 4, and the domain \( \Sigma^\ell = \Omega^\ell \cap \Sigma \) by the colored area on the left. The red line on the left marks the support of a basis function \( \gamma^\ell_{j} \).

Since \( \Omega^\ell \) consists of non-empty cells of level \( \ell \), it is always possible to extend \( \Sigma^\ell \) into \( \Omega^\ell \) by a one-cell-layer, which is in indicated by the area shaded red on the right in Figure 4. The extension of \( \gamma^\ell_{j} \) is given by \( \beta^\ell_{(1,j)} \) (see (7)), and due to the tensor-product structure of the B-splines, the support of \( \beta^\ell_{i} \) is

\[
\text{supp} \beta^\ell_{i} = \text{supp} b^\ell_{1,1} \times \text{supp} \gamma^\ell_{j}.
\]

Recall that the B-splines are defined on open knot vectors, i.e., the support of the univariate basis function \( b^\ell_{1,1} \) is contained in the first non-empty knot span of the first coordinate direction. Thus, \( \text{supp} \beta^\ell_{(1,j)} \), which is indicated by the red rectangle on the right in Figure 4, is always contained in the one-cell-layer and therefore also in \( \Omega^\ell \).

The second statement (ii) follows with the same arguments as the first one, using the fact that \( \Omega^{\ell+1} \) consists of non-empty cells of level \( \ell \) due to the strong condition. \( \square \)
3.3. Boundary Compatibility

We will now use the results from the previous sections to discuss compatibility of HB-splines. Recall that Figure 2 shows an example where a subdomain does not satisfy the strong condition and where the resulting HB-splines are not boundary compatible. In this section, we will show that the strong condition is sufficient for compatibility of HB-splines.

On each level $\ell$, we select the basis functions from $B_\ell$, whose support is contained in $\Omega_\ell$, but not in $\Omega_{\ell+1}$,

$$S_\ell(\hat{B}, \hat{\Omega}) = (\beta^\ell_i)_{i \in I_\ell}, \text{supp}\beta^\ell_i \subseteq \Omega_\ell \land \text{supp}\beta^\ell_i \not\subseteq \Omega_{\ell+1}.$$  

Applying the same mechanism to the B-splines on the side defines the selected B-splines on $\Sigma$,

$$S_\ell(\hat{C}, \hat{\Sigma}) = (\gamma^\ell_j)_{j \in J_\ell}, \text{supp}\gamma^\ell_j \subseteq \Sigma_\ell \land \text{supp}\gamma^\ell_j \not\subseteq \Sigma_{\ell+1}.$$  

These functions will be denoted as the selected ones.

**Lemma 6.** The selected functions $S_\ell(\hat{B}, \hat{\Omega})$ and $S_\ell(\hat{C}, \hat{\Sigma})$ are compatible if the domain hierarchy $\hat{\Omega}$ satisfies the strong condition.

**Proof.** This follows immediately by combining Proposition 3 and Lemma 5. It should be noted that both parts of the Lemma apply since the strong condition implies the weak one.

We define the hierarchical B-splines (HB-splines) by collecting the selected functions from all levels,

$$\mathcal{H}(\hat{B}, \hat{\Omega}) = \bigcup_{\ell=0,...,N} S_\ell(\hat{B}, \hat{\Omega}) \quad \text{and} \quad \mathcal{H}(\hat{C}, \hat{\Sigma}) = \bigcup_{\ell=0,...,N} S_\ell(\hat{C}, \hat{\Sigma}),$$

see [31, 32, 64] and the references therein for further information. Among other useful properties it can be shown that these sets are linearly independent. Consequently we obtain two bases of spline spaces, which are defined on the domain $\Omega$ and on its side $\Sigma$.  

---

Figure 4: The support of a B-spline $\gamma^\ell_j$ (left) and of its extension (right). The subdomains $\Sigma^\ell$ and $\Omega^\ell$ are shaded orange.
**Theorem 7.** The bases $\mathcal{H}(\hat{B}, \hat{\Omega})$ and $\mathcal{H}(\hat{C}, \hat{\Sigma})$ of HB-splines on $\Omega$ and $\Sigma$ are compatible if the subdomain hierarchy $\hat{\Omega}$ fulfills the strong condition.

**Proof.** The existence of restrictions and extensions follows from the compatibility of the selected functions $S^\ell(\hat{B}, \hat{\Omega})$ and $S^\ell(\hat{C}, \hat{\Sigma})$ within each level.

On the one hand, the restriction is also unique. Indeed, if a function $\beta^\ell_i \in S^\ell(\hat{B}, \hat{\Omega})$, possessed two restrictions $\gamma^\ell_j \in S^\ell(\hat{C}, \hat{\Sigma})$ and $\gamma^\ell_j' \in S^\ell(\hat{C}, \hat{\Sigma})$, this would contradict the linear independence of $\mathcal{H}(\hat{C}, \hat{\Sigma})$.

On the other hand, the extension is also unique. Assume there exists a function $\gamma^\ell_j \in S^\ell(\hat{C}, \hat{\Sigma})$ with two extensions $\beta^\ell_i \in S^\ell(\hat{B}, \hat{\Omega})$ and $\beta^\ell_i' \in S^\ell(\hat{B}, \hat{\Omega})$. We then have $\ell \neq \ell'$, due to Lemma 6. These functions possess two restrictions $\gamma^\ell_j \in S^\ell(\hat{C}, \hat{\Sigma})$ and $\gamma^\ell_j' \in S^\ell(\hat{C}, \hat{\Sigma})$ which are identical, in contradiction to the linear independence of $\mathcal{H}(\hat{C}, \hat{\Sigma})$. 

4. **Truncated hierarchical B-splines**

We extend the results of the previous section to THB-splines, which are obtained by invoking the truncation mechanism. In addition we present an application to geometric modeling.

4.1. **Active B-splines and truncation**

In this section we consider the partial subdomain hierarchies,

$$\hat{\Omega}^\ell = (\Omega^k_{\ell})_{k=0,\ldots,\ell} \text{ and } \hat{\Sigma}^\ell = (\Sigma^k_{k=0,\ldots,\ell}),$$

which are obtained by considering the subdomains of the first $\ell$ levels, cf. (8) and (9).

The starting point for the definition of truncated hierarchical B-splines is provided by the vectors of active B-splines on $\Omega$,

$$A^\ell(\hat{B}, \hat{\Omega}^\ell) = (\beta^\ell_i)_{i \in \mathcal{I}^\ell, \text{supp } \beta^\ell_i \subseteq \Omega^\ell},$$

which are defined for each level $\ell$. These splines are “active” in the sense that they remain in the spline space. Even if the truncation operation, which will be specified
below, truncates a certain function to zero, it can still be represented by the basis functions of higher levels.

Applying the same mechanism to the side defines the vector of active B-splines on \( \Sigma \),
\[
A^\ell(\hat{C}, \hat{\Sigma}^\ell) = (\gamma^\ell_j)_{j \in J^\ell}, \supp \gamma^\ell_j \subseteq \Sigma^\ell.
\]
The active B-splines are compatible under mild assumptions.

**Lemma 8.** The vectors of active B-splines \( A^\ell(\hat{B}, \hat{\Omega}^\ell) \) and \( A^\ell(\hat{C}, \hat{\Sigma}^\ell) \) are compatible if the subdomain hierarchy \( \hat{\Omega} \) satisfies the weak condition.

**Proof.** This is implied by Proposition 3 and Lemma 5. \( \square \)

Due to the nestedness of the function sets \( B^\ell \) and \( C^\ell \), the functions
\[
\varphi \in \text{span} \ B^{\ell-1} \quad \text{and} \quad \psi \in \text{span} \ C^{\ell-1}
\]
can be represented as linear combinations of functions from the next higher level,
\[
\varphi = \sum_{i \in I^\ell} f_i^\ell \beta_i^\ell \quad \text{and} \quad \psi = \sum_{j \in J^\ell} g_j^\ell \gamma_j^\ell, \quad f_i^\ell, g_j^\ell \in \mathbb{R}, \quad (10)
\]
respectively. Applying truncation with respect to level \( \ell \) to these functions means that we omit the contributions of all basis functions whose support is contained in \( \Omega^\ell \) and \( \Sigma^\ell \), respectively,
\[
\text{trunc}^\ell \varphi = \sum_{i \in I^\ell, \beta_i^\ell \notin A^\ell(\hat{B}, \hat{\Omega}^\ell)} f_i^\ell \beta_i^\ell \quad \text{and} \quad \text{trunc}^\ell \psi = \sum_{j \in J^\ell, \gamma_j^\ell \notin A^\ell(\hat{C}, \hat{\Sigma}^\ell)} g_j^\ell \gamma_j^\ell. \quad (11)
\]
We use the same symbol for truncation on the domain \( \Omega \) and on the side \( \Sigma \).

The truncation with respect to level \( \ell \) keeps the values of a function on \( \Omega \setminus \Omega^\ell \) and \( \Sigma \setminus \Sigma^\ell \) unchanged,
\[
(\text{trunc}^\ell \varphi)|_{\Omega \setminus \Omega^\ell} = \varphi|_{\Omega \setminus \Omega^\ell} \quad \text{and} \quad (\text{trunc}^\ell \psi)|_{\Sigma \setminus \Sigma^\ell} = \psi|_{\Sigma \setminus \Sigma^\ell}. \quad (12)
\]
Moreover the truncation with respect to the next level annihilates any active function that is not selected at the current level,
\[
\text{trunc}^{\ell+1} \varphi = 0 \quad \text{if} \quad \varphi \in A^\ell(\hat{B}, \hat{\Omega}^\ell) \setminus S^\ell(\hat{B}, \hat{\Omega}) \quad \text{and} \quad \text{trunc}^{\ell+1} \psi = 0 \quad \text{if} \quad \psi \in A^\ell(\hat{C}, \hat{\Sigma}^\ell) \setminus S^\ell(\hat{C}, \hat{\Sigma}). \quad (13)
\]
Finally we note that truncation commutes with restriction to the side under mild assumptions:

**Lemma 9.** Consider \( \varphi \in \text{span} \ B^{\ell-1} \). Then,
\[
\text{trunc}^\ell(\varphi|_{\Sigma}) = (\text{trunc}^\ell \varphi)|_{\Sigma},
\]
if the subdomain hierarchy \( \hat{\Omega} \) satisfies the weak condition.
Proof. We consider a function \( \varphi \) as defined in (10). On the one hand, we restrict it to the side and obtain
\[
\varphi|_{\Sigma} = \sum_{j \in J^\ell} f^\ell_{(1,j)} \beta^\ell_{(1,j)} = \sum_{j \in J^\ell} f^\ell_{(1,j)} \gamma^\ell_j,
\]
see (6) and (7). Applying the truncation gives
\[
\text{trunc}^\ell(\varphi|_{\Sigma}) = \sum_{j \in J^\ell, \gamma^\ell_j \not\in A^\ell}(\hat{C}_{\hat{\Sigma}^\ell}) f^\ell_{(1,j)} \gamma^\ell_j.
\] (14)

On the other hand, restricting the truncated function \( \text{trunc}^\ell \varphi \) (see (11)) to the side gives
\[
(\text{trunc}^\ell \varphi)|_{\Sigma} = \sum_{j \in J^\ell, \beta^\ell_{(1,j)} \not\in A^\ell}(\hat{B}_{\hat{\Omega}^\ell}) f^\ell_{(1,j)} \beta^\ell_{(1,j)}.
\] (15)

see again (6) and (7). The two functions (14) and (15) are identical as the sums consider the same indices \( j \) according to part (i) of Lemma 5.

4.2. Basis functions
We recursively define the vectors of truncated B-splines of level \( \ell \). We initialize the construction by taking the active functions of level 0,
\[
\mathcal{T}^0(\hat{B}_{\hat{\Omega}^0}) = \mathcal{A}^0(\hat{B}_{\hat{\Omega}^0}) \quad \text{and} \quad \mathcal{T}^0(\hat{C}_{\hat{\Sigma}^0}) = \mathcal{A}^0(\hat{C}_{\hat{\Sigma}^0}).
\]

In each step, we apply truncation with respect to level \( \ell \) to the truncated functions of level \( \ell - 1 \) and append the vector of active functions of level \( \ell \),
\[
\mathcal{T}^\ell(\hat{B}_{\hat{\Omega}^\ell}) = (\text{trunc}^\ell \mathcal{T}^{\ell-1}(\hat{B}_{\hat{\Omega}^{\ell-1}}), \mathcal{A}^\ell(\hat{B}_{\hat{\Omega}^\ell})) \quad \text{and} \quad \mathcal{T}^\ell(\hat{C}_{\hat{\Sigma}^\ell}) = (\text{trunc}^\ell \mathcal{T}^{\ell-1}(\hat{C}_{\hat{\Sigma}^{\ell-1}}), \mathcal{A}^\ell(\hat{C}_{\hat{\Sigma}^\ell})).
\] (16)

The full system of truncated functions is obtained when reaching the highest level,
\[
\mathcal{T}(\hat{B}_{\hat{\Omega}}) = \mathcal{T}^N(\hat{B}_{\hat{\Omega}^N}) \quad \text{and} \quad \mathcal{T}(\hat{C}_{\hat{\Sigma}}) = \mathcal{T}^N(\hat{C}_{\hat{\Sigma}^N}).
\] (17)

Comparing this construction with the definition in [31] confirms that the non-zero elements
\[
\mathcal{T}^\ell(\hat{B}_{\hat{\Omega}^\ell})_0 \quad \text{and} \quad \mathcal{T}^\ell(\hat{C}_{\hat{\Sigma}^\ell})_0
\] (18)
of these vectors are the truncated hierarchical (TH-) B-splines on the domain and on its side, which are associated with the partial subdomain hierarchies. In particular, the non-zero elements of (17) are the THB-splines of the full subdomain hierarchies. Among other results, this also implies the linear independence of these functions.

Indeed, any non-zero function \( \varphi \in \mathcal{T}^\ell(\hat{B}_{\hat{\Omega}}) \) and \( \psi \in \mathcal{T}^\ell(\hat{C}_{\hat{\Sigma}}) \) is either an element of \( \mathcal{A}^\ell(\hat{B}_{\hat{\Omega}^\ell}) \) and \( \mathcal{A}^\ell(\hat{C}_{\hat{\Sigma}^\ell}) \), or it has been generated by repeatedly applying truncation.
to some \( \beta^\ell_i \in S^\ell(\widehat{B}, \widehat{\Omega}) \) and \( \gamma^\ell_j \in S^\ell(\widehat{C}, \widehat{\Sigma}) \) with \( \ell' < \ell \), respectively. In the latter case it satisfies
\[
\varphi|_{\Omega \setminus \Omega^{\ell'+1}} = \beta^\ell_i|_{\Omega \setminus \Omega^{\ell'+1}} \neq 0 \quad \text{and} \quad \psi|_{\Sigma \setminus \Sigma^{\ell'+1}} = \gamma^\ell_j|_{\Sigma \setminus \Sigma^{\ell'+1}} \neq 0.
\]
Consequently, there is a one-to-one correspondence between the non-zero elements of the vector of truncated functions \( T^\ell(\widehat{B}, \widehat{\Omega})_0 \) and the hierarchical basis \( H(\widehat{B}, \widehat{\Omega}^\ell) \), which is obtained by considering the partial subdomain hierarchy, and the values of corresponding functions take the same value on \( \Omega \setminus \Omega^{\ell'+1} \), where \( \ell' \) is the associated level. Similarly, there is a one-to-one correspondence between the non-zero elements of vector of truncated functions \( T^\ell(\widehat{C}, \widehat{\Sigma})_0 \) and the hierarchical basis \( H(\widehat{C}, \widehat{\Sigma}^\ell) \), which is obtained by considering the partial subdomain hierarchy on the side. Corresponding functions take the same values on \( \Sigma \setminus \Sigma^{\ell'+1} \), where \( \ell' \) is the associated level. These facts can be used to prove the linear independence, see [31].

4.3. Boundary compatibility

Now we are ready to present the main result of this section.

**Theorem 10.** The THB-splines \( T(\widehat{B}, \widehat{\Omega}) \) and \( T(\widehat{C}, \widehat{\Sigma}) \) are compatible if the subdomain hierarchy satisfies the weak condition.

**Proof.** We use Lemma 2 to prove that the generating systems \( T^\ell(\widehat{B}, \widehat{\Omega}^\ell) \) and \( T^\ell(\widehat{C}, \widehat{\Sigma}^\ell) \) are compatible for \( \ell = 0, \ldots, N \).

Lemma 6 confirms this fact for \( \ell = 0 \). In order to proceed from \( \ell - 1 \) to \( \ell \), we need to construct a bijection between
\[
(T^\ell(\widehat{B}, \widehat{\Omega}^\ell)|_\Sigma)_0 \quad \text{and} \quad T^\ell(\widehat{C}, \widehat{\Sigma}^\ell)_0. \tag{19}
\]
that identifies functions with identical values, and we need to show that there are no repeated non-zero entries in \( T^\ell(\widehat{C}, \widehat{\Sigma}^\ell) \). The bijection is constructed in two steps.

In the first step, we consider the non-zero parts
\[
(\text{trunc}^\ell T^{\ell-1}(\widehat{B}, \widehat{\Omega}^{\ell-1})|_\Sigma)_0 \quad \text{and} \quad (\text{trunc}^\ell T^{\ell-1}(\widehat{C}, \widehat{\Sigma}^{\ell-1}))_0 \tag{20}
\]
of the two vectors that occur in the recursive definition (16). We use the bijection between
\[
(T^{\ell-1}(\widehat{B}, \widehat{\Omega}^{\ell-1})|_\Sigma)_0 \quad \text{and} \quad T^{\ell-1}(\widehat{C}, \widehat{\Sigma}^{\ell-1})_0,
\]
and use the fact that performing the truncation \( \text{trunc}^\ell \) preserves the equality of values on the side, due to Lemma 9. This gives us the required bijection between the vectors in (20), which identifies functions taking identical values on the side.

In the second step we extend this to the required bijection between the two vectors in (19). Owing to the recursive definition (16), this is achieved by combining it with the bijection between the vectors
\[
(A^\ell(\widehat{B}, \widehat{\Omega}^\ell)|_\Sigma)_0 \quad \text{and} \quad A^\ell(\widehat{C}, \widehat{\Sigma}^\ell)_0
\]
that contain the active functions. The existence of the latter bijection is guaranteed by Lemmas 2 and 8.

Finally we note that there are no repeated entries in $\mathcal{T}^\ell(\hat{\mathcal{C}}, \hat{\Sigma}^\ell)_0$ as the non-zero elements of each vector of truncated B-splines are linearly independent. This completes the proof, due to (17).

Recall that the hierarchical mesh shown in Figure 2 satisfies the weak condition, but not the strong condition. As illustrated in Figure 2, the HB-splines defined on this mesh are not boundary compatible. The THB-splines defined on the same mesh are boundary compatible, which is illustrated in Figure 5. The spline of level 0, which does not vanish at the considered boundary in Figure 2, is truncated to zero during the THB-splines construction (its support is indicated by the blue area).

4.4. Geometric modeling examples

Finding a valid domain mesh from a given boundary mesh can be a challenging task in geometric modeling. In the case of THB-/HB-splines, we know from the previous sections that it is sufficient to satisfy the weak/strong condition to guarantee boundary compatibility. The task is thus reduced to adding one layer of cells on the correct levels, as indicated in the following two examples.

Academic example

Our first example illustrates how a small part of a domain boundary can be modified locally by modifying only the boundary curve at first, and then obtaining the domain mesh from the boundary mesh in a second step.

Figure 6(a) shows the unit square, represented by a $2 \times 2$-mesh, and an area, marked in orange, where the boundary curve should be modified in order to design a local feature. Instead of refining the full mesh, we consider only the boundary mesh, see Figure 6(b). The original mesh with two knot spans and four control points is shown on the left of Figure 6(b). On the right, the refined hierarchical mesh with four levels is illustrated together with the corresponding control polygon. Figure 6(c) shows a modification of this control polygon and the resulting curve.
Starting from the hierarchical boundary mesh shown in Figure 6(b), the domain mesh is obtained by taking its closure on all levels. The resulting meshes are shown in Figure 6(d) and 6(e) for the weak and the strong condition, respectively.

This simple example is chosen such that the manipulation of the control points results in some distorted cells near the modified area, but such that the geometry mapping stays regular (without self-overlaps). A more complicated geometry is shown in our next example.

Wire cutter

The wire cutting tool depicted in Figure 7(a) has some small details incorporated into an otherwise simple geometry, which motivates the use of THB-/HB-splines. The initial shape is obtained by a refinement and manipulation of the boundary curves only, which is illustrated in Figure 7(b). The knots which are inserted in the original, black knot vectors, are indicated by red, shorter lines (they may appear like a single, thick line but are actually many single knots). The corresponding refined and modified control points are indicated by solid, red points, while the blue circles mark the original, coarse boundary control points.

Figure 8 shows the closures of the boundary hierarchy to hierarchical domain meshes under the weak and the strong condition, and the extension to a tensor-product mesh. As a difference to the previous, simpler example, only taking the closure of the boundary hierarchy would lead to self-overlaps and thus an irregular mesh. Further refinement near the small details is needed to obtain a sufficient number of control points which are
adjusted to a regular geometry mapping, see Figure 9.

In this particular example, the adjustments were done manually. The issue of automatic generation of a surface mesh from given boundary curves such that certain quality criteria are satisfied is a field of active research. An in-depth discussion of such methods is beyond the scope of this paper, and the reader is referred to, e.g., [27, 33, 53, 68] and the references therein.

5. Multipatch THB-/HB-structures

In this section, we define a THB-/HB-spline multi-patch structure and discuss some conditions, which ensure that the patch-wise defined THB-/HB-splines can be glued.

5.1. Geometrically conforming multi-patch structures

We consider a physical domain \( \tilde{\Omega} \subset \mathbb{R}^d \) which is given as a union of patches \( \tilde{\Omega}_p \), each of which is defined by a geometry mapping \( G_p : \Omega \rightarrow \mathbb{R}^d, \ p \in \mathcal{P} \),

\[
\tilde{\Omega} = \bigcup_{p \in \mathcal{P}} \tilde{\Omega}_p, \quad \text{where} \quad \tilde{\Omega}_p = G_p(\Omega). \tag{21}
\]

While we assume that all patches are images of the parameter domain \([0,1]^d\), we use the subscript index to indicate that the parameter domain \( \Omega_p \) is associated with the
Recall that the unit cube $\Omega_p = [0,1]^d$ consists of $n$-\emph{faces} for $n = 0, \ldots, d$. For instance, for $d = 3$ the notion of $n$-face refers to vertices, edges, faces, or the entire volume for $n = 0, 1, 2, 3$, respectively. Note that $\Omega_p$ is a $d$-face (and the only one) of $\Omega_p$. This helps to unify the notation later on. The boundary $\partial \Omega_p$ of $\Omega_p$ consists of boundary $n$-faces, $n = 0, \ldots, d-1$. An $n$-\emph{face} of $\Omega_p$ is the image of an $n$-\emph{face} of $\Omega_p$ under the geometry mapping $G_p$. Again, $\tilde{\Omega}_p$ is its only $d$-face, and $\partial \tilde{\Omega}_p$ consists of boundary $n$-faces, $n = 0, \ldots, d-1$. 

\[
\text{int}(\tilde{\Omega}_p) \cap \text{int}(\tilde{\Omega}_q) = \emptyset, \text{ for } p \neq q, \tag{22}
\]

where $\text{int}(A)$ denotes the interior of $A$. The boundary of $A$ will be denoted by $\partial A$. 

Figure 8: Closures of the boundary meshes shown in Figure 7 under the weak condition (left), the strong condition (middle), and with a tensor-product mesh (right).

Figure 9: Extended meshes from Figure 8 after adjustment near the holes, shown on parameter domain (top) and physical domain (bottom).
We assume that the intersections
\[ \partial \tilde{\Omega}_p \cap \partial \tilde{\Omega}_q, \quad p \neq q, \]
are either empty or boundary \( n \)-faces of both \( \partial \tilde{\Omega}_p \) and \( \partial \tilde{\Omega}_q \). A multi-patch structure \( \tilde{\Omega} \) which satisfies this assumption and additionally (21) and (22), is called \textit{geometrically conforming} (see Figure 10 for examples of multi-patch structures which are not geometrically conforming). For the remainder of this paper, we will only consider geometrically conforming multi-patch structures.

If an \( n \)-face \( \tilde{\Sigma} \) with \( n < d \) is shared by more than one patch, we say that these patches are \textit{neighbouring} patches, and we call \( \tilde{\Sigma} \) an \textit{interface}. We collect the index-pairs of patches which share an interface in the set
\[ \mathcal{N} = \{(p, q) : \partial \tilde{\Omega}_p \cap \partial \tilde{\Omega}_q \neq \emptyset, \quad p \neq q\}, \tag{23} \]
and we denote the interface of two patches \( \tilde{\Omega}_p \) and \( \tilde{\Omega}_q \) by
\[ \tilde{\Sigma}_{pq} = \partial \tilde{\Omega}_p \cap \partial \tilde{\Omega}_q = \tilde{\Sigma}_{qp}, \quad \text{for } (p, q) \in \mathcal{N}. \]
Note that an interface of the multi-patch structure is not necessarily a \( d - 1 \)-face, but may also be, e.g., an edge or a single vertex. Interfaces may be associated with more than one pair of patches, see Figure 11 for an example.

5.2. THB-/HB-spline multi-patch

A \textit{THB-/HB-spline multi-patch} is multi-patch structure composed of THB-/HB-spline patches. As mentioned above, we only consider geometrically conforming multi-patch structures. The parameter domains \( \Omega_p \) of the patches \( \tilde{\Omega}_p \) have associated mesh hierarchies, subdomain hierarchies, and tensor-product B-spline hierarchies, which are denoted by \( \tilde{\mathcal{M}}_p = (\tilde{\mathcal{M}}_p^\ell)_{\ell=0,...,N}, \) \( \tilde{\Omega}_p = (\tilde{\Omega}_p^\ell)_{\ell=0,...,N}, \) and \( \tilde{\mathcal{B}}_p = (\tilde{\mathcal{B}}_p^\ell)_{\ell=0,...,N}, \) respectively.

We assume that the THB-/HB-spline multi-patch has \textit{matching tensor-product B-spline hierarchies}, in the following sense: For any tensor-product B-spline \( \beta_{p,4}^{\ell} \) of level \( \ell \) on patch \( p \) which has a non-vanishing push-forward onto \( \tilde{\Sigma}_{pq} \), there exists exactly one
tensor-product B-spline $\beta^\ell_{q,j}$ of level $\ell$ on patch $q$, such that its push-forward equals $\beta^\ell_{p,i}$ on $\tilde{\Sigma}_{pq}$, i.e.,

$$\forall i \in T^\ell_p, \left(\beta^\ell_{p,i} \circ G_p^{-1}\right)|_{\tilde{\Sigma}_{pq}} \neq 0, \exists! j \in T^\ell_q : \left(\beta^\ell_{q,j} \circ G_q^{-1}\right)|_{\tilde{\Sigma}_{pq}} = \left(\beta^\ell_{q,j} \circ G_q^{-1}\right)|_{\tilde{\Sigma}_{pq}}, \quad (24)$$

where $T^\ell_p$ and $T^\ell_q$ denote the index sets of all tensor-product B-splines of level $\ell$ on patch $p$ and $q$, respectively. If two basis functions $\beta_{p,i}$ and $\beta_{q,j}$ satisfy the equality in (24), we call them matching basis functions on $\tilde{\Sigma}_{pq}$, see Figure 12 for an illustration. Recall that $p$ indicates the patch index, not the polynomial degree of the tensor-product B-spline.

Note that matching tensor-product B-spline hierarchies also imply matching mesh hierarchies in the sense that, for any element $e_p \in L^\ell_p(\Omega_p)$ of a fixed level $\ell$, which intersects $G_p^{-1}(\tilde{\Sigma}_{pq})$, there exists exactly one element $e_q \in L^\ell_q(\Omega_q)$ of the same level $\ell$ such that

$$G_p(e_p) \cap \tilde{\Sigma}_{pq} = G_q(e_q) \cap \tilde{\Sigma}_{pq}, \quad (25)$$

5.3. Global THB-/HB-spline basis

Two (or more) basis functions with are matching at an interface can be associated with one global degree of freedom. This can be viewed as constructing a global basis function which is patchwise defined by the respective local basis functions and which is $C^0$-continuous at interfaces, see Figure 12 for an illustration. The resulting basis is thus globally $C^0$-conforming. We refer to this method as gluing the bases. If local bases of a multi-patch structure can be glued at all interfaces, we say that the multi-patch can be glued.

In the following theorem, the results from Section 3 are used to provide a condition under which THB-/HB-spline multi-patch discretization can be glued.

**Theorem 11.** Let $\tilde{\Omega}$ be a geometrically conforming THB-spline/HB-spline multi-patch with matching tensor-product B-spline hierarchies, and assume that all patches satisfy the weak/strong condition. The patch-wise defined THB-splines/HB-splines can be glued to form a globally $C^0$-conforming basis on $\tilde{\Omega}$ if, for all $(p, q) \in \mathcal{N}$, the subdomain hierarchies are compatible in the sense that

$$G_p(\Omega^\ell_p) \cap \tilde{\Sigma}_{pq} = G_q(\Omega^\ell_q) \cap \tilde{\Sigma}_{pq}, \quad \forall \ell = 0, \ldots, N. \quad (26)$$
Proof. Consider the interface hierarchies which are obtained by restricting the mesh and subdomain hierarchies of any two neighbouring patches to their common interface. Due to the matching tensor-product B-spline hierarchies, mesh hierarchies, and subdomain hierarchies, the THB-/HB-spline bases on these interface hierarchies must be matching. Since the weak/strong condition is satisfied, we know from Theorem 7, respectively Theorem 10 that the bases on the interface are compatible with the “full” bases on the respective patches due to the compatibility property, cf. Definition 1. Hence, the bases are matching and can be glued.

6. Adaptive refinement on THB-/HB-multi-patches

In this section, we recall the basic concept of adaptive refinement and we present an algorithm which ensures that the conditions given in Section 5.3 remain satisfied.

6.1. Adaptive refinement loop

An adaptive strategy for numerically solving a partial differential equation (PDE) typically consists of the following steps, to which we refer as the adaptive loop:

1. Compute a numerical solution of the PDE.
2. Estimate the error distribution.
3. Mark areas with large error for refinement.
4. Refine marked cells.
Continue with step 1. until stopping criterion is satisfied.

Depending on the actual problem, a large number of methods is available for steps 1 to 3, the discussion of which is beyond the scope of this paper. For details, the reader is referred to, e.g., [1, 18, 26, 30, 34], or the monographs [2, 56] and the references therein.

In the context of THB-/HB-splines, step 4, i.e., local refinement, corresponds to increasing the level of marked cells. Geometric conformity and matching tensor-product
B-spline hierarchies are preserved throughout the adaptive loop. By choosing of a proper marking and refinement method, the weak/strong condition can also be ensured easily. For example, if the marked areas are composed of cells of a certain level \( \ell \), and these cells are then shifted to level \( \ell + 1 \), the strong condition is automatically satisfied.

However, if an area next to an interface is refined, this may lead to a situation where subdomain hierarchies are no longer compatible. An example is shown in Figure 13, where a four-patch structure (patch-boundaries are indicated by thick lines) is refined along the red line, which crosses through patches \( \tilde{\Omega}_1 \), \( \tilde{\Omega}_3 \), and \( \tilde{\Omega}_4 \). The marked elements, indicated blue, touch interfaces and, after refinement, result in a setting where the subdomains are no longer compatible. The orange areas mark additional cells which would have to be refined in order to restore compatibility.

### 6.2. Algorithm for ensuring compatible subdomain hierarchies

In this section, we propose an algorithm which will modify non-compatible subdomain hierarchies such that the compatibility condition (26) is satisfied again. Before proceeding, we define the closure \( \text{clos}^\ell A \) of a subdomain \( A \subset \Omega \) with respect to level \( \ell \) under the weak/strong condition as the minimal set of cells of level \( \ell \) covering \( A \) and satisfying the weak/strong condition. The closure of an empty set is defined as the empty set. Figures 14(a) and 14(b) show an example of a subdomain (colored green) and of its closures under the weak, respectively, strong condition (orange areas). Note that the closure of a subdomain \( A \) which satisfies the weak/strong condition is the subdomain \( A \) itself.

We will use the closure to extend boundary hierarchies into the domain. Note that the closure under the weak/strong condition results in a subdomain which satisfies the weak/strong condition, hence the THB-/HB-splines defined on the respective hierarchical mesh are boundary compatible.

We denote the set of indices of all patches which have an interface with \( \tilde{\Omega}_p \) by

\[
\mathcal{N}_p = \{ q : (p, q) \in \mathcal{N} \}.
\]

The method we propose is specified in Algorithm 1.

The algorithm obviously terminates since the number of elements for each level is finite and the number of levels remains unchanged.
The procedure is illustrated in Figure 15 on a three-patch structure with non-matching subdomains. The initial configuration is depicted in Figure 15(a), where the subdomains of a fixed level $\ell$ are indicated by the colored areas. Figure 15(b) illustrates the modification of the subdomain $\Omega_\ell^p$ of patch $\tilde{\Omega}_1$, i.e., for $p = 1$. The information from the neighbouring patches $\Omega_q$, $q \in N_1 = \{2, 3\}$ is transferred to the boundary of $\Omega_p$ via the entity

$$T_{\ell pq} = G_p^{-1}(G_q(\Omega_\ell^q) \cap \tilde{\Sigma}_{pq}),$$

which is indicated at the top of Figure 15(b). The new subdomain $\tilde{Q}_p$ is defined by the closure of the union of the original subdomain $\Omega_\ell^p$ and all neighbour information $T_{\ell pq}$, $q \in N_p$, i.e., it is defined by

$$\text{clos}^\ell(\Omega_\ell^p \cup \bigcup_{q \in N_p} T_{\ell pq}),$$

which is shown at the bottom of Figure 15(b). The resulting modified subdomains which are obtained from applying these steps to all three patches are shown in Figure 15(c). The following theorem ensures that the subdomain hierarchies are matching, when Algorithm 1 terminates.

**Theorem 12.** The subdomain hierarchies generated by Algorithm 1

(i) are nested, if the initial subdomain hierarchies are nested, and

(ii) satisfy the compatibility condition (26) and hence the THB-/HB-spline multi-patch spline bases can be glued to define a globally $C^0$-conforming discretization.

**Proof.** (i) Since $\Omega_\ell^p \subseteq \Omega_\ell^{p-1}$, and since all geometry mappings are assumed to be regular, the inclusion $T_{\ell pq} \subseteq T_{\ell pq}^{p-1}$ holds. Furthermore, for any $A, B \subseteq Q$, $A \subseteq B \Rightarrow \text{clos}^\ell A \subseteq \text{clos}^\ell B$, $\text{clos}^\ell A \subseteq \text{clos}^{\ell-1} A$, therefore

$$\text{clos}^\ell(\Omega_\ell^p \cup \bigcup_{q \in N_p} T_{\ell pq}^\ell) \subseteq \text{clos}^{\ell-1}(\Omega_\ell^{p-1} \cup \bigcup_{q \in N_p} T_{\ell pq}^{p-1}),$$

The following theorem ensures that the subdomain hierarchies are matching, when Algorithm 1 terminates.
Algorithm 1

**input:** Subdomain hierarchies $\tilde{\Omega}_p$, $p \in P$, of a geometrically conforming THB-/HB-multi-patch with matching bases.

**output:** Compatible subdomain hierarchies.

```
for all $\ell = 0$ to $N$
    flagChanged ← true
    while flagChanged
        flagChanged ← false
        for all $p \in P$
            $\Omega_{p,\ell}^{\ell,+} \leftarrow \text{clos}\,\left(\Omega_p^\ell \cup \bigcup_{q \in N_p} G_p^{-1}(\Omega_q^\ell \cap \tilde{\Sigma}_{pq})\right)$
            if $\Omega_{p,\ell}^{\ell,+} \neq \Omega_p^\ell$ then
                flagChanged ← true
            end if
        end for
    end while
end for
```

i.e., the modified subdomains are nested.

(ii) When Algorithm 1 has terminated, all subdomains satisfy

$$\Omega_p^\ell = \text{clos}\,\left(\Omega_p^\ell \cup \bigcup_{q \in N_p} T_{pq}^\ell\right) = \text{clos}\,\left(\Omega_p^\ell \cup \bigcup_{q \in N_p} \text{clos}\,T_{pq}^\ell\right),$$

where $T_{pq}^\ell$ is as defined in (27). Consider two neighbouring patches, $\Omega_p$ and $\Omega_q$, $(p, q) \in N$, and their interface $\tilde{\Sigma}_{pq}$. Let

$$x \in G_p(Q_p^\ell) \cap \tilde{\Sigma}_{pq},$$

Then, by definition of $T_{qp}^\ell = G_q^{-1}(G_p(Q_p^\ell) \cap \tilde{\Sigma}_{pq})$, it follows that

$$G_q^{-1}(x) \in T_{qp}^\ell \subseteq \text{clos}\,T_{qp}^\ell \subseteq \Omega_q^\ell,$$

i.e., $x \in G_q(\Omega_q^\ell)$ and thus

$$x \in G_q(\Omega_q^\ell) \cap \tilde{\Sigma}_{pq}.$$

Since $x$ was arbitrary in $G_p(Q_p^\ell) \cap \tilde{\Sigma}_{pq}$, we conclude that

$$G_p(Q_p^\ell) \cap \tilde{\Sigma}_{pq} = G_q(\Omega_q^\ell) \cap \tilde{\Sigma}_{pq},$$

and therefore, it follows from Theorem 11 that the subdomains can be glued. $\Box$
The number of loops executed in Algorithm 1 depends on the configuration of the patches and meshes. In particular, if the subdomains are already matching (and satisfy the weak/strong condition), then no subdomain is modified and the algorithm will terminate after one loop.

Figure 16 shows a worst-case example with $|\mathcal{P}|$ patches aligned in a row. The patches $\tilde{\Omega}_1$ to $\tilde{\Omega}_{|\mathcal{P}|-1}$ have meshes where a single cell extends from the eastern to the western patch boundary. The blue area on patch $\tilde{\Omega}_{|\mathcal{P}|}$ triggers a modification on its western neighbour, which, in the next loop, will cause a modification on its western neighbour, and so on. In this specially chosen setting, Algorithm 1 will require $|\mathcal{P}|$ many loops before it terminates.

The issue in this example is that the closure of a boundary mesh on the eastern interface $\tilde{\Sigma}_{p,p+1}$ also affects the western interface $\tilde{\Sigma}_{p-1,p}$, without the possibility of a direct communication between the patches $\tilde{\Omega}_{p-1}$ and $\tilde{\Omega}_{p+1}$. This can be avoided, for example, if the meshes on the patches are fine enough to limit the effect of the closure operation, see Figure 17 for an example.

In general, the algorithm will terminate after one loop, if the communication between
patches is sufficient in the following sense: If a subdomain on patch $\tilde{\Omega}_r$ triggers a refinement in a neighbouring patch $\tilde{\Omega}_q$ (in order to repair interface $\tilde{\Sigma}_{qr}$), which then leads to a refinement on a third patch $\tilde{\Omega}_p$, then this refinement on $\tilde{\Omega}_p$ must also be induced directly from patch $\tilde{\Omega}_r$ via the interface $\tilde{\Sigma}_{pr}$. Formally, this is expressed by

$$G_p(\text{clos}^\ell T_{pr}) \cap \tilde{\Sigma}_{pq} = G_q(\text{clos}^\ell T_{qr}) \cap \tilde{\Sigma}_{pq} \quad \forall p, q, r \in \mathcal{P}.$$  \hspace{1cm} (29)

Note that this condition depends on the configuration of patches, their meshes, and on the closure operation. The setting presented in Figure 17 satisfies (29), if the closure is taken with respect to the weak condition, but not if it is taken with respect to the strong condition.

Figure 18 shows an example where the blue subdomain on patch $\tilde{\Omega}_3$ triggers a refinement on patch $\tilde{\Omega}_2$ (indicated by the black arrow) in order to repair interface $\tilde{\Sigma}_{23}$. This, in turn, leads to a refinement on patch $\tilde{\Omega}_1$ (indicated by the red dashed arrow). The refinement on $\tilde{\Omega}_1$, however, is also induced directly from patch $\tilde{\Omega}_3$ via the interface vertex $\tilde{\Sigma}_{13}$ (indicated by the greed dotted arrow). In this setting, the subdomains will match after a single loop of Algorithm 1.

6.3. Numerical examples

The following two examples illustrate the application of Algorithm 1 in numerical simulation on multi-patch structures. Note that in both examples, refinement was chosen such that the strong condition is satisfied.

Laplace equation on circular domain

In this example, we consider a circular domain which is represented \textit{exactly} by a five-patch NURBS-structure as indicated in Figure 19(a). We solve the Laplace equation
with homogeneous Dirichlet boundary conditions,

\[-\Delta u = f \quad \text{in } \text{int}(\Omega),\]
\[u = 0 \quad \text{on } \partial \Omega,\]

where the right hand side is chosen such that the eyes and the mouth of a smiling face are produced at the positions indicated by the dashed lines in Figure 19(a). The computed solution after four steps of adaptive refinement, which is shown in Figure 19(b), nicely captures these features. The corresponding meshes are presented in Figures 19(c) and 19(d) in total and in a zoomed-in view, respectively.

Comparing the meshes before (on the left) and after (on the right) application of Algorithm 1, shows that interfaces with non-compatible subdomain hierarchies are successfully repaired. Even though this example was chosen such that refinement occurs at or near patch interfaces, only little refinement is added by Algorithm 1.

**Linear elasticity on furniture foot**

In our final example, we consider a 3D linear elasticity problem on the domain shown in Figure 20(a), representing a furniture foot. The object is 96 mm high and composed of five patches, see Figure 20(b). The material parameters are set to $E = 69 \text{kN/mm}^2$ (Young’s modulus), $\nu = 0.334$ (Poisson’s ratio), and $\rho = 2.7 \text{mg/mm}^3$ (density). The foot is fixed at the bottom, while the top surfaces are subject to a constant downward-pointing force of $0.04 \text{N/mm}^2$, which results in a total load of est. 165 N.

As in the previous example, the mesh is refined adaptively using a residual-based error estimator. In each step, we refine all cells $e$, for which the local error estimate $\eta_e$ satisfies

$$\eta_e \geq 0.25 \cdot \max_{e'} \eta_{e'}.\]

This strategy is referred to as *maximum marking* in [34] and as *absolute threshold marking* in [30]. The mesh after three refinement steps is shown in Figure 21(a), the corresponding distribution of the von Mises stress in Figure 21(b). Figure 21(d) shows a zoomed view of the stress peak which appears at the interface of two patches, and Figure 21(c) the adaptively refined mesh in this area. As in the previous example, the application of Algorithm 1 ensures matching subdomains. The energy norm of the computed solutions is plotted in Figure 22 and shows that the adaptively refined solution...
Figure 19: Problem setting and adaptively refined meshes in example “Laplace equation on circular domain”.

(a) Multi-patch structure and problem setting

(b) Numerical solution after 4 refinement steps.

(c) Mesh after 4 refinement steps, before (left) and after (right) application of Algorithm 1. Area marked by orange box is enlarged in Figure 19(d).

(d) Zoom in on meshes after 4 refinement steps, before (left) and after (right) application of Algorithm 1 (different colors indicate different patches).
converges faster (on a degree-of-freedom basis) than the solution computed with uniform, global refinement.

7. Conclusion

Given two systems of functions $\mathcal{X}$ and $\mathcal{Y}$ defined on the unit box (in any dimension) and on one of its sides, respectively, we introduced the notion of compatibility of these systems. Essentially, it is required that the restriction of the system $\mathcal{X}$ to the side is in one-to-one correspondence to the system $\mathcal{Y}$. After introducing this property in an abstract framework, we analyzed it in the case of several constructions of spline spaces, in particular focusing on (truncated) hierarchical B-splines. We identified conditions that guarantee the compatibility property and discussed its application to geometric
modeling. These conditions are dimension-independent and can be checked easily. We also showed how to use them in an adaptive refinement scheme for multi-patch spline spaces. Future work might be devoted to the analysis of conditions that guarantee this property of locally refined (LR) B-splines also.

Acknowledgements

Funding: This work was supported by the Austrian Science Fund [NFN S117 “Geometry + Simulation”]; and the European Union through the Horizon 2020 programme [GA no. 678727 “MOTOR”].


