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INTERNAL EXponential STABILIZATION TO A 
NONSTATIONARY SOLUTION FOR 1D BURGERS EQUATIONS 
WITH PIECEWISE CONSTANT CONTROLS
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ABSTRACT. The feedback stabilization of the Burgers system to a nonstationary solution using a finite number of internal piecewise constant controls is considered. Estimates for the number of needed controls are derived. In the particular case of no constraint on the support of the control a better estimate is derived, so the possibility of getting an analogous estimate for the general case is discussed. That possibility is suggested by the results of some numerical simulations.
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1. Introduction

Let $L > 0$ be a positive real number. We consider the controlled Burgers equations in the interval $\Omega = (0, L) \subset \mathbb{R}$:

$$
\partial_t u + u \partial_x u - \nu \partial_x u + h + \zeta = 0, \quad u|_{\Gamma} = 0.
$$

Here $u$ stands for the unknown velocity of the fluid, $\nu > 0$ is the viscosity, $h$ is a fixed function, $\Gamma = \partial \Omega$ stands for the boundary $\{0, L\}$ of $\Omega$, and $\zeta$ is a control taking values in the space of square-integrable functions in $\Omega$, whose support, in $x$, is contained in a given open subset $\mathcal{O} \subset \Omega$.

Let us be given a positive constant $\lambda > 0$, a continuous Lipschitz function $\chi \in W^{1,\infty}(\Omega, \mathbb{R})$ with nonempty support $\emptyset \neq \text{supp}(\chi) \subseteq \mathcal{O} \subseteq \bar{\Omega}$, and a time-dependent solution $\hat{u} \in \mathcal{W}$ of (1), with $\zeta = 0$, in a suitable Banach space $\mathcal{W}$. Let $\mathcal{O} = (l_1, l_2) \subseteq (0, L)$; 
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in [KR14] it is shown the existence of an integer \( M \) and a function \( \eta = \eta(t, x) \), defined for \( t > 0, x \in \Omega \), such that the solution \( u = u(t, x) \) of problem (1), with \( \zeta = \chi P_M(\eta|_O) \), and supplemented with the initial condition

\[ u(0, x) = u_0(x) \]  

is defined on \([0, +\infty)\) and satisfies the relation \( |u(t) - \hat{u}(t)|^2_{L^2(O, \mathbb{R})} \leq Ce^{-M}|u(0) - \hat{u}(0)|^2_{L^2(O, \mathbb{R})} \), provided \( |u(0) - \hat{u}(0)|_{L^2(O, \mathbb{R})} < \epsilon \), for small enough \( \epsilon \). Here \( M, C, \) and \( \epsilon \) can be taken depending only on \( |(\hat{u})|_V, \lambda \), and \( P_M \) is the orthogonal projection in \( L^2(O, \mathbb{R}) \) onto the subspace \( L^2_M(O, \mathbb{R}) := \text{span}\{ \sin\left(\frac{i\pi(x-l_i)}{2l_i}\right) | i \in \mathbb{N}, 1 \leq i \leq M \} \). That is, the internal control \( \zeta = \chi P_M(\eta|_O) \) stabilizes exponentially, with rate \( \frac{\lambda}{2} \), the Burgers system to the targeted nonstationary reference trajectory \( \hat{u} = \hat{u}(t) \).

In the case we take \( \chi(x) = 1 \) for all \( x \in \Omega \), then it is shown in [KR14, Section 3] that it is enough to take

\[ \lambda \geq D_0(\nu^{-2}|\hat{u}|_V^2 + \nu^{-1}\lambda)^{\frac{1}{2}}, \]  

while in the general case our control is supported in a small subset \( \text{supp}(\chi) \subseteq O \), it is shown that it is “enough” to take

\[ \lambda \geq D_1e^{D_2\left(1+(\nu^{-1}\lambda)^{\frac{1}{2}}+(\nu^{-1}\lambda)^{\frac{3}{2}}+\nu^{-1}|\hat{u}|_V+\nu^{-2}|\hat{u}|^2_V\right)} \]  

where \( D_0, D_1, \) and \( D_2 \) are constants depending on \( \chi \) and \( \Omega \). Since the estimates are of different nature some numerical simulations have been presented in [KR14] suggesting that an estimate like (3) should also hold in the general case of localized controls.

In the derivation of the estimate (3) it is used explicitly the fact that the controls \( \sin\left(\frac{i\pi(x-l_i)}{2l_i}\right), 1 \leq i \leq M \), are eigenfunctions of the Dirichlet Laplace operator in \( L^2(O, \mathbb{R}) \).

In applications the type of controls at our disposal may be not of this type, so one question arises: can we derive similar estimates for other type of controls? Here we show that this is the case for piecewise constant controls; more precisely if we consider a partition \( l_1 = p_0 < p_1 < p_2 < \cdots < p_{M-1} < p_M = l_2 \) of \( O \) and at each instant of time we apply a control that vanishes outside \( O \) and takes a constant value \( \eta_i(t, x) = \eta_i(t) \) for all \( x \in (p_{i-1}, p_i), i \in \{1, 2, \ldots, M\} \). Notice that in this case we have \( M \) independent piecewise constant controls at our disposal.

In the special case the partition is uniform we find estimates analogous to (3) and (4) for the cases the support of the control is either the entire \( \Omega \) or a strict subset of \( \Omega \), respectively. In the case of a not necessarily uniform partition we find a sufficient condition for stabilization that is given in terms of the maximum \( \max\{p_{i-1} - p_i | 1 \leq i \leq M\} \).

We present also the results of some of the numerical simulations we have preformed, that suggest that the possibility of getting, also in the general case, an estimate analogous to (3) is plausible.

We underline that our targeted trajectory \( \hat{u}(t) \) is nonstationary, and that in this case there are only a few works in the mathematical literature concerning the feedback stabilization to \( \hat{u} \) and the estimation on the dimension of the controller; we refer to [BRS11, KR14]. This case is important when time dependent external forces \( h = h(t) \) act on the system (1). Since these problems arise in applications, methods to solve these problems numerically have already been developed (see, e.g., [FK12, Kor06, Kor08] and references therein). We refer also the reader to [KNV09] (in particular, see Section 4 concerning trajectory tracking) and to [Gun03] (in particular, see Section 7.1 concerning linear feedback control of Navier–Stokes flows).

Notice that, as mentioned in [BRS11, Rod14, KR14] the nonstationarity of the trajectory requires different tools than those used in the stationary case, which has been studied along the last decade; see for example [RT10, BT11, Bar12, BLT06, BT04].
The rest of the paper is organized as follows. In Section 2 we recall some well-known results and set up our problem. In Section 3 for the linear Oseen–Burgers system, we present a general sufficient condition for stabilization that the family of controls has to satisfy; Section 3.1 deals with the particular case where we impose no restriction on the support of the control and Section 3.2 deals with the general case. In Section 4 we consider the case of piecewise constant controls where the sufficient condition is given in terms of the maximum length among the subintervals of the partition of the control region. In Section 5 we give the local result for the Burgers system. In Sections 6 and 7 we present the results of some simulations we have performed for the Oseen–Burgers system and Burgers system, respectively.

Notation. We write \( \mathbb{R} \) and \( \mathbb{N} \) for the sets of real numbers and nonnegative integers, respectively, and we define \( \mathbb{R}_r := (r, +\infty) \), for \( r \in \mathbb{R} \), and \( \mathbb{N}_0 := \mathbb{N} \setminus \{0\} \). Given an open interval \( I \subseteq \mathbb{R} \) and two Banach spaces \( X \) and \( Y \), we write \( W(I, X, Y) := \{ f \in L^2(I, X) | \partial_t f \in L^2(I, Y) \} \), where the derivative \( \partial_t f \) is taken in the sense of distributions. This space is endowed with the natural norm \( |f|_{W(I, X, Y)} := (|f|^2_{L^2(I, X)} + |\partial_t f|^2_{L^2(I, Y)})^{\frac{1}{2}} \). In the case \( X = Y \) we write \( H^1(I, X) := W(I, X, X) \). The space of continuous linear mappings from \( X \) into \( Y \) will be denoted by \( \mathcal{L}(X \to Y) \).

Also, \( C, C_i, i \in \mathbb{N} \), stand for unessential positive constants.

2. Preliminaries

Let \( \Omega = (0, L) \), with \( L > 0 \). We will denote \( V := H^1_0(\Omega, \mathbb{R}) \), \( H := L^2(\Omega, \mathbb{R}) \), \( \mathcal{D}(\partial_{xx}) := V \cap H^2(\Omega, \mathbb{R}) \), and \( V' := H^{-1}(\Omega, \mathbb{R}) \). As usual the space \( H \) is taken as a pivot space, \( H = H' \), and \( V' \) is the dual of \( V \). We also denote

\[
\mathcal{W} := L^\infty(\mathbb{R}_0, L^\infty(\Omega, \mathbb{R}))
\]

and, for given Banach spaces \( X \) and \( Y \),

\[
L^2_{loc}(\mathbb{R}_0, X) := \{ f \mid f|_{(0, T)} \in L^2((0, T), X), T > 0 \},
\]

\[
W_{loc}(\mathbb{R}_0, X, Y) := \{ f \mid f|_{(0, T)} \in W((0, T), X, Y), T > 0 \}.
\]

Fix a function \( h \in L^2_{loc}(\mathbb{R}_0, V') \) and suppose that \( \hat{u} \in \mathcal{W} \cap W_{loc}(\mathbb{R}_0, V, V') \) solves the Burgers system \( (1) \), with \( \zeta = 0 \) and initial condition \( \hat{u}_0 := \hat{u}(0) \in H \).

Let us be given \( \lambda > 0 \), a function \( u_0 \) such that \( |u_0 - \hat{u}(0)|_H \) is small enough, and an open interval \( \mathcal{O} = (l_1, l_2) \subseteq \Omega \).

Let \( \mathcal{C} = \{ \Psi_i \in L^2(\Omega, R) \mid i \in \{1, 2, \ldots, M\} \} \) be a family of controls such that \( \text{supp}(\Psi_i) \subseteq \mathcal{O} \). Let us denote by \( P_M \) the orthogonal projection in \( L^2(\Omega, R) \) onto the linear space \( \mathcal{S}_C := \text{span} \mathcal{C} \) spanned by the functions in \( \mathcal{C} \).

Our goal is to find a control \( \eta \in L^2(\mathbb{R}_0, H) \) such that the solution of the problem \( (1) - (2) \), with \( \zeta = P_M \eta \) is defined for all \( t > 0 \) and converges exponentially to \( \hat{u} \), that is, for some positive constant \( C > 0 \) independent of \( l_0 - \hat{u}_0 \),

\[
|u(t) - \hat{u}(t)|^2_H \leq C e^{-\lambda t}|u_0 - \hat{u}_0|^2_H \quad \text{for } t \geq 0.
\]

Seeking for the control \( \eta \) and considering the corresponding solution \( u \), we find that \( v = u - \hat{u} \), will solve the nonlinear Oseen–Burgers-like system

\[
\partial_t v - \nu \partial_{xx} v + v \partial_x v + \partial_x (v \hat{u}) + \zeta = 0, \quad v(0) = v_0,
\]

with \( v|_{\Gamma} = 0, \zeta = P_M \eta \) and \( v_0 = u(0) - \hat{u}(0) \). It is now clear that to achieve \( \mathbb{F} \) it suffices to consider the problem of local exponential stabilization to zero for solutions of \( \mathbb{F} \), where “local” means that the property is to hold “provided \( |v_0|_H \) is small enough”.
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The existence and uniqueness of a weak solution \( v \in W_{\text{loc}}(\mathbb{R}_0, V, V') \) for system (7) can be proved by classical arguments (cf. [KR14 Section 2.2]).

3. The Oseen–Burgers system.

Following [KR14 Section 3] we start by looking for a control in the form \( \zeta = P_M \eta \), with \( \eta \in L^2(\mathbb{R}_0, H) \), that stabilizes exponentially the linear Oseen–Burgers system

\[
\partial_t v - \nu \partial_{xx} v + \partial_x (\hat{u} v) + \zeta = 0, \quad v|_\Gamma = 0, \quad v(0) = v_0,
\]

(8)
to zero, with a desired exponential rate \( \frac{1}{2} > 0 \). Recall that \( P_M \) is the orthogonal projection onto \( \mathcal{S}_C = \text{span} \mathcal{C} \) and \( \mathcal{C} = \{ \Psi_i \in L^2(\Omega, R) \mid i \in \{1, 2, \ldots, M\} \} \); so the question is which conditions must the family \( \mathcal{C} \) satisfy in order to guarantee the existence of such a function \( \eta \).

The results will follow for system (7), provided \( |v_0|_H \) is small enough, by a fixed point argument.

3.1. The particular case \( \mathcal{O} = \Omega \). In the case of \( \mathcal{O} = \Omega \) we have no constraint in the support of the controller.

**Theorem 3.1.** For given \( \hat{u} \in W \) and \( \lambda > 0 \), suppose that

\[
|(1 - P_M)|^2_{L^2(H \rightarrow V')} \leq \frac{n}{2\pi^2} (\nu^{-2} |\hat{u}|^2_W + \nu^{-1} \lambda)^{-1},
\]

(9)
where \( e \) is the Napier’s constant. Then for any given \( v_0 \in H \), there exists a control \( \eta^{\hat{u}, \nu}(v_0) \in L^2(\mathbb{R}_0, H) \) such that the corresponding solution \( v \) of system (8), with \( \zeta = \lambda \mathcal{E}_0^C P_M^C (\eta^{\hat{u}, \nu} |_\mathcal{O}) \), satisfies the inequality

\[
|v(t)|^2_H \leq 2(1 + e^{\frac{1}{2}}) e^{-\lambda t} |v_0|^2_H, \quad t \geq 0.
\]

Moreover, the mapping \( v_0 \mapsto \eta^{\hat{u}, \nu}(v_0) \) is well defined, is linear, and satisfies for \( 0 \leq \hat{\lambda} < \lambda \), the estimate

\[
|e^{(\hat{\lambda}/2)} \eta^{\hat{u}, \nu}(v_0)|^2_{L^2(\mathbb{R}_0, H)} \leq \frac{4e^{\frac{1}{2}}}{\hat{\lambda}^2} \left(1 + \frac{1}{e^2} |v_0|^2_H + \lambda |v_0|^2_H \right).
\]

**Proof.** Let \( w \) solve

\[
\partial_t w = \nu \partial_{xx} w - \partial_x (\hat{u} w) + \frac{\lambda}{2} w, \quad w|_\Gamma = 0, \quad w(0) = v_0.
\]

(11)
By standard arguments, following [KR14 Section 3.1], we find

\[
\frac{d}{dt} |w|^2_H \leq \frac{1}{2\pi} |\hat{u}|^2_{L^2(\Omega, R)} |w|^2_H + \lambda |w|^2_H;
\]

\[
|w|^2_{L^\infty((0, T), H)} \leq e^{(\frac{1}{2} |\hat{u}|^2_W + \lambda) T} |v_0|^2_H.
\]

Setting \( \varphi(t) := 1 - \frac{t}{T} \in C^1([0, T], \mathbb{R}) \), \( \delta := \varphi w \) solves

\[
\partial_t \delta = \nu \partial_{xx} \delta - \partial_x (\hat{u} \delta) + \frac{\lambda}{2} \delta - \frac{1}{T} \delta - \frac{T}{\hat{\lambda}} \delta, \quad \delta|_\Gamma = 0, \quad \delta(0) = v_0
\]

with \( \delta(T) = 0 \). Let now \( \delta_M \) be the solution of the system

\[
\partial_t \delta_M = \nu \partial_{xx} \delta_M - \partial_x (\hat{u} \delta_M) + \frac{\lambda}{2} \delta_M - \frac{T}{\hat{\lambda}} P_M w,
\]

\[
\delta_M|_\Gamma = 0, \quad \delta_M(0) = v_0.
\]

The difference \( d := \delta - \delta_M \) solves

\[
\partial_t d = \nu \partial_{xx} d - \partial_x (\hat{u} d) + \frac{\lambda}{2} d - \frac{1}{T} (1 - P_M) w,
\]

\[
d|_\Gamma = 0, \quad d(0) = 0.
\]

Then, proceeding as in [KR14 Section 3.1] we can arrive to

\[
|d|^2_{L^\infty((0, T), H)} \leq \frac{3e^T}{2\pi} (\nu^{-2} |\hat{u}|^2_W + \lambda)|(1 - P_M)|^2_{L^2(H \rightarrow V')} |v_0|^2_H.
\]
with \( T_* := \frac{1}{2(\nu^{-1}|\hat{u}|_\nu^2 + \lambda)} \). Now, recalling that \( \delta_M(0) = v_0 \) and \( \delta_M(T_*) = -d(T_*) \), we find that if (9) holds then \( \delta_M(T_*) \leq \delta_M(0) \).

Furthermore, we find that
\[
\delta_M^2 \left| \Omega \right| = \left| \delta - d \right|_H^2 \left| \Omega \right| \leq 2|\varphi w|_H^2 + 2d^2|\Omega \left| \Omega \right| H \leq C_M^2 \delta \left| \Omega \right| H ,
\]
with
\[
C_M^2 := 2e^{\frac{1}{2} \left| \nu \delta \hat{u} + \lambda \right| T_*^2} + 2 \leq 2(e^{\frac{1}{2} + 1}) := \Upsilon_\delta
\]

Next, we consider the system (11) in \((T_*, +\infty) \times \Omega\) with \( w(T_*) = \delta_M(T_*) \), and repeat the arguments. Recursively, we conclude that in each interval \( J_i^* := (i T_*, (i+1) T_*), \)
\( i \in \mathbb{N}_0 \), we have \( \delta_M((i + 1) T_*) \leq \delta_M(i T_*) \leq \Upsilon_\delta \delta_M(i T_*) \). Hence, the concatenated solution satisfy \( \delta_M^2 \left| \Omega \right| \leq \Upsilon_\delta v_0 \left| \Omega \right| \). Next we notice that \( \nu := e^{-\frac{1}{2} T_*} \delta_M \) solves (8), in \( \mathbb{R}_0 \times \Omega \), with the concatenated control
\[
\zeta = \frac{1}{\nu^{-1}|\hat{u}|_\nu^2 + \lambda)} T_* e^{-\frac{1}{2} T_*} P_M w, \text{ where } w|_{J_i^*} =: w_i \text{ solves (11)}, \text{ in } J_i^* \times \Omega \text{, with } w_i(T_*) = \delta_M(i T_*) \text{; from the boundedness of } \left\{ \| \delta_M(i T_*) \|_H \right\} \text{, we can conclude that the family } \left\{ \| w \|_H \right\} \text{ is bounded; so we have that } e^{\frac{1}{2} T_*} \zeta \in L^2(\mathbb{R}_0, H) \text{ for all } \lambda \leq \lambda \text{. Finally we observe that } \| v(t) \|_H^2 \leq e^{-\lambda T_*} \| \delta_M^2 \left| \Omega \right| \leq \Upsilon_\delta e^{-\lambda \nu^2 |v_0|^2 \left| \Omega \right| H} \text{, and that for } \eta^{\lambda \nu^2} := e^{-\frac{1}{2} T_*} \| \left| \Omega \right| v_0 \|_H \text{, we have}
\]
\[
\| e^{\frac{1}{2} T_*} \eta^{\lambda \nu^2} \|_H^2 = \int_{\mathbb{R}_0} e^{\hat{\lambda} T_*} \left| \Omega \right| v_0^2 \left| \Omega \right| = \frac{1}{\lambda - \lambda} T_* e^{-\frac{1}{2} T_*} \left| \Omega \right| v_0^2 \left| \Omega \right| H \leq \frac{1}{\lambda - \lambda} \left( 2 \left( \nu^{-1}|\hat{u}|_\nu^2 + \lambda \right) \right)^2 e^{\frac{1}{2} T_*} \left| \Omega \right| v_0^2 \left| \Omega \right| H.
\]

That is, \( \| e^{\frac{1}{2} T_*} \eta^{\lambda \nu^2} \|_H^2 \leq \frac{4e^{\frac{1}{2} T_*} \nu^2 |\hat{u}|_\nu^2 + \lambda) \left| \Omega \right| v_0^2 \left| \Omega \right| H \), which ends the proof.

3.2. The general case. In the case \( \mathcal{O} \neq \Omega \) we have the following result, whose proof follows by similar arguments as in [KR14 Section 3.2] and in the previous Section 3.1, thus we skip the details.

**Theorem 3.2**. Let us be given \( \hat{u} \in W \) and \( \lambda > 0 \). Then there are constants \( D_1 \) and \( D_2 \) depending only in \( \mathcal{O} \) and \( \Omega \) with the following property: if
\[
\left| (1 - P_M) \right|_H^2 (H \to H^*) \leq D_1 e^{-D_2 \left( 1 + \frac{\lambda}{\nu} \right) \frac{\lambda}{\nu} + \frac{\nu}{\nu^2} \left( \frac{\lambda}{\nu} + \frac{\nu}{\nu^2} \right)} ,
\]
then for any given \( v_0 \in H \), there is a control \( \eta^{\lambda \nu^2}(v_0) \in L^2(\mathbb{R}_0, H) \) such that, taking \( \zeta = P_M \eta^{\lambda \nu^2} \), the corresponding solution \( v \) of system (8) satisfies, for \( t \geq 0 \), the inequality
\[
\| v(t) \|_H^2 \leq K \eta^c e^{-\lambda |v_0|^2 \left| \Omega \right| H} \text{,}
\]
with \( K \eta^c \) depending on \( D_1 \), \( D_2 \), \( \frac{\lambda}{\nu} \), and \( \frac{\nu}{\nu^2} \). Moreover, the mapping \( v_0 \mapsto \eta^{\lambda \nu^2}(v_0) \) is well defined, is linear, and satisfies for \( 0 \leq \lambda < \lambda \) the inequality
\[
\| e^{\frac{1}{2} T_*} \eta^{\lambda \nu^2}(v_0) \|_H^2 \leq \nu D_1 \left( 1 + \frac{\lambda}{\nu} \right) \frac{\lambda}{\nu} + \frac{\nu}{\nu^2} \left( \frac{\lambda}{\nu} + \frac{\nu}{\nu^2} \right) \frac{1}{1 - e^{\frac{1}{2} \left( \nu - |\hat{u}|_\nu^2 \right)^{\frac{1}{2}}} |v_0|^2 \left| \Omega \right| H}.
\]
3.3. The gap between (9) and (12). Comparing estimates (9) and (12), we see that there is a big gap; the former being proportional to \((\frac{1}{2\nu} |\hat{u}|_W^2 + \frac{1}{2} \lambda)^\frac{1}{2}\), while the latter depends exponentially on both \(\frac{1}{2} |\hat{u}|_V^2\) and \((\frac{1}{2})^{\frac{1}{2}}\). For application purposes the latter is much less convenient, so one question arises naturally: can we improve (12)?

It seems that the idea used to derive (9) cannot (at least not straightforwardly) be applied in the general case. On the other side to derive (12) we start from an exact null controllability result (from [5]) and carry the cost of the respective control. This means that to improve (12) we will probably need a different idea.

4. Example: piecewise constant controls

We consider a partition

\[ l_1 = p_0 < p_1 < p_2 < \cdots < p_{M-1} < p_M = l_2 \]

of the controlled region \(\mathcal{O} = (l_1, l_2)\), and at each instant of time we apply a control that vanishes outside \(\mathcal{O}\) and takes a constant value \(\eta_i(t, x) = \eta_i(t)\) for all \(x \in (p_{i-1}, p_i), \ i \in \{1, 2, \ldots, M\}\); we suppose we can act independently in each subinterval \(\mathcal{O}_i := (p_{i-1}, p_i)\).

That is, we have \(M\) independent piecewise constant controls at our disposal, namely the functions in \(\mathcal{C} := \{\Psi_i = \mathcal{I}_i \Omega | \ 1 \leq i \leq M\}\), where \(\Omega \subset L^2(\Omega, \mathbb{R})\) is the constant function \(\Omega(x) = 1\) for all \(x \in \Omega\), and \(\mathcal{I}_i : H^1(\Omega, \mathbb{R}) \to L^2(\Omega, \mathbb{R})\), denotes the indicator operator, \(\mathcal{I}_i f(x) := \left\{ \begin{array}{ll} f(x), & \text{if } x \in \mathcal{O}_i \\ 0, & \text{if } x \in \Omega \setminus \mathcal{O}_i. \end{array} \right. \)

4.1. An estimate for the dimension \(M\) of the controller. Let \(P_M\) be the orthogonal projection in \(L^2(\Omega, \mathbb{R})\) onto \(\mathcal{S}_C = \text{span} \mathcal{C}\). Let also \(P_M^i : L^2(\mathcal{O}, \mathbb{R}) \to \mathbb{R} \Psi_i\) be the orthogonal projection onto the one dimensional space spanned by \(\Psi_i\). Observe that \(P_M = \sum_{i=1}^M P_M^i\) and that, for given \(u \in L^2(\Omega, \mathbb{R})\) and \(v \in \mathcal{V}\) with \(u|_{\Omega \setminus \mathcal{O}} = 0\) and \(|v|_V = 1\), we have

\[
|\langle (1 - P_M)u, v \rangle_{V, V}|_{\mathbb{R}} = |\langle u, (1 - P_M)v \rangle_H|_{\mathbb{R}} \\
\leq \sum_{i=1}^M |\langle u|_{\mathcal{O}_i}, (1 - P_M^i) v|_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})}|_{\mathbb{R}} \\
\leq \sum_{i=1}^M |u|_{\mathcal{O}_i} |(1 - P_M^i)v|_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})}. \tag{14}
\]

Notice that \(\langle (1 - P_M^i)v \rangle_{\mathcal{O}_i} = (1 - P_M^i)\mathcal{I}_i v \in L^2(\mathcal{O}_i, \mathbb{R})\) is zero averaged, which implies \(|\langle (1 - P_M^i)v \rangle_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})} \leq \frac{\ell_i}{\pi} |\mathcal{I}_i v \rangle_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})} = \frac{\ell_i}{\pi} |\mathcal{I}_i v \rangle_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})}, \) where \(\ell_i := p_i - p_{i-1}\) is the length of \(\mathcal{O}_i\). In particular, \(|\langle (1 - P_M^i)v \rangle_{\mathcal{O}_i} \rangle_{L^2(\mathcal{O}_i, \mathbb{R})} \leq \frac{\ell_i}{\pi} |v|_V = \frac{\ell_i}{\pi}\).

Therefore, setting \(\hat{\ell} = \max\{\ell_i | \ 1 \leq i \leq M\}\), from (14) it follows that \(|\langle (1 - P_M)u, v \rangle_{V, V}|_{\mathbb{R}} \leq \frac{\ell}{\pi} |u|_H, \) and \(|\langle (1 - P_M)u \rangle_{L^2(H, V)}| \leq \frac{\ell}{\pi}\).

In the case \(\mathcal{O} = \Omega\), from Theorem 3.1 it is enough to take a partition of \(\Omega\) such that

\[
\hat{\ell} \leq \pi \left(\frac{2}{\nu} \right)^{\frac{1}{2}} (\nu^{-2} |\hat{u}|_W^2 + \nu^{-1} \lambda)^{-\frac{1}{2}}, \tag{15}
\]

which implies that \(L \leq M \pi \left(\frac{2}{\nu} \right)^{\frac{1}{2}} (\nu^{-2} |\hat{u}|_W^2 + \nu^{-1} \lambda)^{-\frac{1}{2}}\), because \(L \leq M \hat{\ell}\). Thus we need to take at least \(M\) controls with \(M\) satisfying

\[
M \geq \frac{L}{\pi} \left(\frac{2}{\nu} \right)^{\frac{1}{2}} (\nu^{-2} |\hat{u}|_W^2 + \nu^{-1} \lambda)^{\frac{1}{2}}. \tag{16}
\]
This number of controls is also sufficient if $L = \hat{M}l$, that is, if the partition of $\Omega$ is uniform: $\hat{l}_i = \hat{l}$, $i \in \{1, 2, \ldots, M\}$.

In the general case we obtain, from Theorem 3.2 that it is enough to take a partition of $\mathcal{O}$ such that

$$\hat{l} \leq \pi D_1 \sqrt{\frac{2}{\pi}} \left( 1 + \left( \frac{1}{\nu} \right)^{\frac{1}{2}} + \frac{\|\tilde{u}\|_{W}}{\nu} + \frac{\|\tilde{u}\|^2_{W}}{\nu^2} \right),$$

which leads to the estimate on the number of needed controls

$$M \geq \frac{l}{\pi} D_1 \sqrt{\frac{2}{\pi}} \left( 1 + \left( \frac{1}{\nu} \right)^{\frac{1}{2}} + \frac{\|\tilde{u}\|_{W}}{\nu} + \frac{\|\tilde{u}\|^2_{W}}{\nu^2} \right),$$

where $l = l_2 - l_1$ is the length of $\mathcal{O}$; this number is also sufficient if the partition is uniform.

4.2. The gap between (16) and (18). The gap between (9) and (12) give rise to a big gap between (16) and (18). In Section 6, in order to understand if it is possible to improve (18), say that we also have an estimate like (16) in the general case, we consider the case of a uniform partition of $\mathcal{O}$, and references real numbers

$$\text{uniform: } \hat{\epsilon} \in \{0, \ldots, M \} \text{ such that } (18) \text{ goes to 0 with }$$

where $\hat{\epsilon}$ is also sufficient to stabilize the system (8) to zero, with rate $\frac{\lambda}{2}$. In an uniform partition, we want to understand if a number of controls of the order of $M_{\text{ref}} \sim \frac{l}{\hat{\epsilon}}$ is also sufficient to stabilize the system (8) to zero, with rate $\frac{\lambda}{2}$. 

4.3. Feedback control and Riccati equation. By the dynamic programming principle, and the arguments in [BRS11, Section 3.2], we can derive the following result.

**Theorem 4.1.** The controls $\zeta$ given in Theorems 3.1 and 3.2 can be taken in feedback form

$$\zeta = e^{-\hat{M}} P_M Q_{\hat{u}}^{t, \lambda} \nu$$

for a suitable family of operators $Q_{\hat{u}}^{t, \lambda}: H \to H$, $t \geq 0$, with $|Q_{\hat{u}}^{t, \lambda}|_{C(H \to H)} \leq C_{[\lambda, \hat{u}, \frac{1}{\nu}]} e^{\hat{M}}$.

Furthermore, $Q := Q_{\hat{u}}^{t, \lambda}$ satisfies the differential Riccati equation

$$\dot{Q} - QA - A^* Q - QB_M B_M^* Q + L = 0$$

where $L = -\nu e^{\hat{M}} \partial_{xx}$, $A = A(t) := -\nu \partial_{xx} + B(\hat{u}(t))$, $B(\hat{u}) \nu := \partial_x (\hat{u} \nu)$, and $B_M^* = B_M := e^{-\frac{\hat{M}}{2}} P_M$.

5. The nonlinear Oseen–Burgers-like system.

The next result is a corollary of Theorem 4.1. We omit the proof that follows by a standard fixed point argument, following similar arguments as in [BRS11, Section 4].

**Theorem 5.1.** Let $M$ be the integer in Theorem 4.2 (i.e., as in either (3) or (4)). Then there are positive constants $\Theta$ and $\epsilon = \epsilon(\Theta)$ depending only on $\lambda$, $|\tilde{u}|_{W}$, and $\nu$ such that
for \(|v_0|_H \leq \epsilon\) the solution \(v\) of system (7), with \(\zeta\) as in (20), is well defined for all \(t \geq 0\) and satisfies the inequality
\[
|v(t)|_H^2 \leq \Theta e^{-\lambda t}|v_0|_H^2 \quad \text{for } t \geq 0.
\]

Notice that the feedback rule is found to globally stabilize to zero the linear Oseen–Burgers system (8). Then, Theorem 5.1 says that the same feedback rule also locally stabilizes to zero the bilinear system (7).

6. Numerical examples: the linear system

We present some results of the numerical simulations we have performed concerning the stabilization of the Oseen–Burgers system (8) to zero. Below, \(v_i\) stands for the solution of the uncontrolled system (i.e., \(\zeta = 0\)), and \(v\) (or \(v_\lambda\)) stands for the solution of the system under the action of a feedback controller \(\zeta = e^{-\lambda M}P_M Q_{\lambda}^{\lambda} v\) as in (20). The rule \(Q = Q_{\lambda}^{\lambda}\) is found by solving (21).

For the discretization we use finite elements in the space variable and a Crank-Nicolson scheme for the time variable. For further details we refer the reader to [KR14, Section 4]. We follow a “trying and checking” procedure, (i): we fix \(M\), (ii): we (try to) compute the corresponding feedback control (the differential Riccati equation (21) has a solution only if \(M\) is big enough), and (iii): we check the results of the simulations.

6.1. A family of targeted nonstationary solutions. We set \(\nu = \frac{1}{10}, T = 3, \Omega = (0, \pi), \mathcal{O} = (\frac{3}{2}, \frac{5}{2}), M = 4, \lambda = 4\), and the initial condition \(v_0(x) = 2\sin(x) - 3\sin(2x)\). Then we set the family of targeted solutions
\[
\hat{u}^{(i,j)} = C_{\nu}(\sin(-t) \sin(ix) - \cos(3t) \sin(jx))
\]
where the constant \(C_{\nu}\) is chosen such that \(|\hat{u}|_W = 1\). Figure 1 shows, for different reference trajectories, that the system is not stable with rate 2 = \(\frac{\lambda}{2}\), and that the feedback control is able to stabilize it with rate 2. Notice that, accordingly Matlab, \(M_{\text{ref}} \approx 11.83\) and \(M_{\exp} \approx 137610\).

6.2. An unstable situation. Now we take \(\nu = \frac{1}{10}, T = 1, \Omega = \mathcal{O} = (0, \pi), M = 4, \lambda = 4, v_0(x) = \sin(x)\), and \(\hat{u} = -\sin(5x)\). In Figure 2 we see that the system is unstable. Figure 3 shows that one control is not enough to stabilize the system. We see that the optimal cost \((Q(t)v(t), v(t))_H = \int_{t}^{+\infty} (L_v, v)_V^2 + |B_M^* Q(v(t)|_H^2 \ d\tau\), is not strictly decreasing, which contradicts the dynamic programming principle. This could explain the cuspy-like behavior of the norm of the control \(\eta = B_M^* Q v\). In Figure 4 we see that two controls are enough to stabilize the system with rate 2. For \(M = 12 > M_{\text{ref}} \geq \sqrt{140} \approx 11.83\) we also observe that the behavior of the norms on time is more uniform. Finally the magnitude of the controls are shown in Figure 5, we see that with one control the magnitude is much bigger, which could rely on the fact that one control is not enough.

7. Numerical examples: the Burgers system

It remains to confirm that the feedback control stabilizes system (1)–(2) to a given reference trajectory \(\hat{u}\), provided \(|u_0 - \hat{u}(0)|^2_H\) is “small”. We set the data as in Section 6.1 with \((i, j) = (3, 3)\). Let \(\delta \in \mathbb{R}\) and let \(u\) solve (1)–(2) with \(u_0 = \hat{u}(0) + \delta \hat{v}_0\) and with the feedback control \(\zeta\), as in (20), computed to stabilize the linear system (8) to zero. Below, we denote \(d = u - \hat{u}\) and \(d_0 := u_0 - \hat{u}\). We observe that the local maxima of the norm of the solution in Figure 6(a) do not increase for \(|\delta| \leq 0.1\), while they do for \(|\delta| \geq 0.5\). That is, for small \(|\delta|\) the feedback control is working and for big \(|\delta|\) it is not.
\[ 4t + \log \left( \frac{|v(t)|^2_H}{|v_0|^2_H} \right) \]

(a) Without feedback control.

\[ 4t + \log \left( \frac{|v(t)|^2_H}{|v_0|^2_H} \right) \]

(b) With control.

**Figure 1.** Stabilization for different reference solutions.

\[ \log \left( \frac{|v_\mu(t)|^2_H}{|v_0|^2_H} \right) \]

**Figure 2.** Without feedback control.
We have presented a sufficient condition for stabilization to a nonstationary solution for the Burgers system. In the case of no constraint on the support of the control the conditions lead to a much better estimate on the number of piecewise constant controls we need to stabilize the system; the results of numerical simulations we present suggest that a similar estimate should hold in the general constrained case.

8. Final remarks

Figure 3. The case $M = 1$.
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Figure 4. The norms of solution and control, and the cost for $M \in \{2, 12\}$.


Figure 5. The control for different $M \in \{1, 2, 12\}$.


4t + \log(|d(t)|^2_H / |d_0|^2_H)

(a) The norm of the difference \( u - \hat{u} \).

(b) The control for \( \delta = -0.05 \).

(c) The control for \( \delta = -1 \).
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\[ \delta = 0.05 \]
\[ \delta = -0.1 \]
\[ \delta = 0.1 \]
\[ \delta = -0.5 \]
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\[ \delta = -1 \]
\[ \delta = 1 \]

Figure 6. Local stabilization for the Burgers system
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