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Abstract

Even though isogeometric analysis has a clear advantage regarding the number of degrees of freedom needed to achieve a certain level of accuracy, the time needed for matrix assembly (by means of numerical integration of stiffness or mass matrix entries) constitutes a severe bottleneck in the process. In order to overcome this difficulty, we propose the new approach of Integration by Interpolation and Lookup (IIL). Firstly, applying spline interpolation to the common factors in the occurring integrals approximately transforms them into integrals of piecewise polynomial functions, whose integrands are expressed in tensor-product B-spline form. The common factors represent the influence of the geometry mapping (i.e., the NURBS domain parameterization) and the contributions of possibly non-constant material coefficients. Secondly, these integrals are evaluated exactly using pre-computed look-up tables for integrals of tri-products of univariate B-splines and their derivatives. For the model case of elliptic problems, we perform a theoretical analysis to demonstrate that the IIL method maintains the overall approximation order of the Galerkin discretization, provided that the spline interpolation is sufficiently accurate. Moreover, we provide a comparison of the computational complexity of our method with that of a standard Gauss quadrature method. Finally, we present experimental results to illustrate the performance of the IIL method and to support our theoretical results.
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1 Introduction

Numerical simulation using Isogeometric Analysis (IGA), which was introduced by Hughes et al. [14,21], relies on NURBS-parameterizations of the computational (physical) domain. When solving (e.g.) a boundary value problem (BVP) via Galerkin projection, the numerical solution is obtained by projecting it into a finite-dimensional discretization space. The basis functions spanning the discretization space are defined using NURBS basis functions and the given domain parameterization. The coefficients of the numerical solution are found by solving a linear system. The latter is formed by mass and/or stiffness matrices and a load vector, possibly combined with advection and other terms. The matrix and right-hand side coefficients of the system have to be computed via numerical integration of piecewise rational multivariate functions. As a major difference to the classical finite element analysis (FEA), exact integration is almost never possible, not even for constant material coefficients, due to the influence of the NURBS domain parameterization (also called the geometry mapping).

Consequently, there are two major sources for numerical error which are equally important: the discretization error and the error introduced by using numerical integration (often called quadrature or cubature in the two- and three-dimensional case, respectively) to evaluate the coefficients and the right-hand side of the linear system. For small- to medium-sized problems, the remaining error source of numerically solving the resulting linear system can safely be neglected.

Similarly to FEA, the standard method for numerically evaluating the integrals in IGA is Gaussian quadrature. Recent research has focused on special quadrature rules that reduce the number of quadrature points and weights used in order to reduce the number of evaluations and to save computing time.

1.1 Related work

Quadrature rules for integrals involving B-splines were already considered more than 30 years ago. In [20] the authors derived rules for the moments of (linear, quadratic and cubic) B-splines, in order to solve a parabolic PDE using Galerkin’s method. Since the advent of Isogeometric Analysis, there is an increased interest in this topic, due to its importance for the performance and competitiveness of isogeometric methods.

Optimal quadrature rules for the mass and stiffness of uniform B-spline discretizations are presented in [22]. More precisely, the authors derive rules with the minimum number of nodes that are exact for the product of two B-splines, for degree up to three. The rule is referred to as the half-point rule as the number of nodes (points) plus the number of weights in this minimal rule coincides with the dimension of the spline space of integrands. However, the optimal rule is defined over the whole domain of the B-spline space, and the computation of the nodes and weights leads to a global, non-linear system of equations, which is solved using a Newton iteration. Consequently, the applicability of this approach is limited to low degree and to small number of elements. The authors propose a macro-element strategy to extend the range of applicability to larger number of elements.
The spline space of the product of two uniform B-spline basis functions is further investigated in [2], in order to derive a feasible, computable rule. The basis functions are grouped with respect to the size of their support. This leads to a rule which is defined over one or two elements, and which can be obtained as the solution of a local non-linear system that is independent of the number of elements.

An experimental study of the Gauss rule, and the optimal rule on macro-elements of [22], as well as an extension to degree 4 has been presented in [27]. The authors perform experiments on a Poisson problem over a domain given by the identity mapping, with a unit Jacobian determinant. Their focus is on the degree of exactness of different rules as well as their practical computational cost. Since the parameterization is the identity, the shape functions are simply B-splines, therefore exact evaluation of the stiffness matrix is feasible using Gauss quadrature rules with sufficient degree of exactness.

The use of GPU programming for accelerating the assembly process in isogeometric analysis has been proposed recently by Karatarakis et al. [24,23] based on standard Gauss quadrature rules. In order to exploit the capabilities of modern graphics hardware, the authors present a suitable formulation for the stiffness matrix, which supports the parallelization of the assembly process.

A variety of reduced Bézier element quadrature rules for isogeometric discretizations of low degree have been investigated in [30]. By carefully placing quadrature nodes, preferably on element boundaries, a significant speed-up compared to Gauss quadrature is achieved, due to the reduced number of evaluations per element. As another interesting observation, ‘reduced’ Gauss quadrature (with \( p^d \) Gauss points per element, in dimension \( d \) and degree \( p \)) is found to provide sufficient accuracy to maintain the optimal order of convergence, both for the \( L^2 \) norm and the \( H^1 \) seminorm. For each of the discussed cases (quadratic and cubic spline discretizations of two- and three-dimensional domains), the authors provide recommendations for choosing appropriate quadrature rules with a small number of evaluations per element.

The aim of the recent preprint [10] is to derive quadrature rules for refinable functions, such as B-splines. The ideas presented there may be relevant for designing numerical integration techniques for IGA. A short review of various quadrature strategies in IGA was presented in [9].

Collocation has been proposed recently as an alternative to Galerkin projection, see [29] for a thorough comparison for the two approaches in IGA. The main advantage is the fact that only evaluation at the collocation points is required to assemble the respective collocation matrix, i.e., one evaluation per degree of freedom is needed. A disadvantage is the lack of theoretical results concerning the convergence properties of the method, as well as a sub-optimal experimental order of convergence (equal to \( p - 1 \)) for odd degrees.

This paper builds upon the approach that was outlined in the conference article [26]. Based on interpolation techniques, we presented a method for numerical quadrature in the case of elliptic problems in one-dimensional domains. In the meantime, we developed several theoretical results supporting the preliminary experimental observations. We also succeeded with the generalization of our approach to the multi-dimensional case. Moreover, we developed a C++ implementation of our method, which allows us to extend the experimental investigation to the multi-dimensional setting, to higher order
discretizations and to larger test problems.

1.2 Contributions and Outline

Any process for numerical integration can be regarded as a projection of the integrand to a function space where exact integration is possible. The approximation properties of the projection space induces the approximation power of the integration method. In a typical approach, such as Gauss quadrature, the entire integrand is projected. In our approach, we restrict the projection step to the non-polynomial part of the integrand, i.e., to the contribution of the geometry mapping and the coefficients of the PDE. The remaining components of the integrand are already in a piecewise polynomial space, therefore exact integration is feasible.

Once the projection has been performed, we use an exact method to evaluate the simplified integrals. Taking into account the properties of B-splines, in particular in the uniform case, we are able to construct small look-up tables which contain the values of integrals of B-spline tri-products, and in that way perform the assembly procedure by repeated look-up queries on these tables.

We shall demonstrate that the IIL method presented in this paper requires only one evaluation per degree of freedom, namely evaluation at the Greville points, for applying Galerkin IGA with uniform B-splines. As a highlight, the IIL method circumvents the element-wise assembly that is used in classical FEA. The direct adaptation of that classical approach leads to performance issues, due to the higher degree and larger support of the basis functions used in IGA. In particular, higher-order rules are required for sufficient approximation, resulting in a big number of quadrature points and consequently a big number of evaluations per basis function.

Also, even if a local assembly strategy is adopted, still a large number of access operations need to be performed in the sparse matrix data structure. This is due to the required accumulation of contributions from quadrature points in different elements, due to the increased support of the basis functions (compared to FEA). In contrast, our method is purely local, i.e., every entry of the matrix is accessed only once, and the final value is generated in only one step. This also makes the method fully parallel, since the granularity of the computation can be as small as a single matrix entry.

We represent the contributions of the geometry map a priori in terms of uniform B-splines, allowing to reduce the overall number of evaluations to one evaluation per physical element, without sacrificing the convergence rate. Consequently, our method restores the appeal of the Galerkin approach by making its performance similar to the recently established isogeometric collocation method [1,19,29].

The remainder of this paper consists of seven sections. First we introduce the model problem and the isogeometric discretization, and we recall the error sources in the numerical simulation pipeline. Section 3 presents a brief review of evaluation-based approaches for numerical quadrature in IGA. The fourth section introduces the new IIL method. It is followed by Sections 5 and 6, which analyze the convergence properties and the computational complexity of the new method respectively. Section 7 presents
implementation details and numerical examples that demonstrate the performance and support our theoretical results. Finally we conclude the paper.

2 Preliminaries

In this section we settle a model Poisson problem in order to facilitate the presentation and analysis of the IIL method. We derive a standard isogeometric discretization and identify the geometry factor in the stiffness matrix. Finally, we review standard tools for the error analysis of Galerkin methods for elliptic PDEs and we focus on the consistency error term in Strang’s first lemma.

2.1 The model problem

In order to describe our method for assembling the matrices needed for isogeometric simulation, we will consider a homogeneous Dirichlet boundary value problem (BVP) for the diffusion equation, possibly with non-constant coefficients, which is defined over a domain of dimension \( d (d \leq 3) \). More precisely, we consider the problem of finding \( u = u(x) \) satisfying

\[
-\nabla \cdot (K \nabla u) = f \quad \text{in } \Omega, \\
u = 0 \quad \text{on } \partial \Omega
\]  

(1)

where \( K = K(x) \) is a symmetric and uniformly positive definite matrix (more precisely: a matrix-valued function) on \( \Omega \).

The variational form of the BVP (1) consists in finding \( u \in V = H^1_0(\Omega) \) such that \( a(u,v) = \ell(v) \quad \forall v \in V = H^1_0(\Omega) \),

(2)

with the bilinear and linear forms

\[
a(u,v) = \int_{\Omega} \nabla u^T(x) K(x) \nabla v(x) \, dx \\
\ell(v) = \int_{\Omega} f(x)v(x) \, dx
\]

(3)

respectively. The bilinear form \( a(\cdot,\cdot) \) is symmetric, coercive, and bounded. Hence, according to the theory of abstract boundary value problems \([6,8,11]\), the existence and uniqueness of the weak solution \( u^* \in V \) is ensured.

2.2 Isogeometric discretization

In the setting of isogeometric analysis, the domain \( \Omega \) is parameterized by a global geometry map \( G : \hat{\Omega} \to \Omega \), where the parameter domain \( \hat{\Omega} \) is an axis-aligned box in \( \mathbb{R}^d \). More generally, one might consider a collection of such boxes for a multi-patch domain parameterization, but this is beyond the scope of the present paper.
Any point \( x \in \Omega \) in the physical domain is the image of a point \( \hat{x} \in \hat{\Omega} \) in the parameter domain,

\[
x = G(\hat{x}) = \sum_{i \in I} g_i R_i(\hat{x}),
\]

(4)

where \( R_i \) are NURBS basis functions, the coefficients \( g_i \) are the control points, and \( I \) is a finite index set (typically an axis-aligned box in index space \( \mathbb{Z}^d \)). The basis functions are defined by user-specified knot vectors and weights.

The knot vectors define mesh hyperplanes (for \( d = 2 \): mesh lines) that subdivide the parameter domain into elements. Typically, one considers knot vectors that are open and uniform.

In most situations, the weights are all equal, except when one needs to exactly represent special shapes such as circles. In order to simplify the presentation, we will restrict the exposition to the case of equal weights, where the NURBS basis functions \( R_{i,p} \) are simply tensor-product B-splines \( T_{i,p} \), i.e., products of \( d \) univariate B-splines of degree \( p \)

\[
R_{i,p}(\hat{x}) = T_{i,p}(\hat{x}) = \prod_{k=1}^{d} N_{i_k,p}(\hat{x}_k),
\]

(5)

where we use multi-indices \( i = (i_1, \ldots, i_d) \) to index basis functions. The extension of our approach to general NURBS parameterizations is outlined in Remark 4. Note that we choose B-splines of the same degree \( p \) in all variables\(^1\), even though this is not a requirement of the method, in order to simplify the notation.

We thus obtain piecewise polynomial functions of degree \( p \) in each variable, which have smoothness \( C^{p-1} \) across the mesh hyperplanes, provided that the knot vectors have only simple interior knots. For a more detailed introduction to spline theory and geometric modeling, the reader is referred to standard textbooks such as [17,16].

The isogeometric discretization takes advantage of the given parameterization of the domain \( \Omega \). The discretization space

\[
V_h = \text{span}\{\phi_i : i \in I\} \quad \text{with} \quad \phi_i = T_{i,p} \circ G^{-1}
\]

(6)

is spanned by push-forwards of the tensor-product B-splines. The mesh size \( h \), which characterizes the discretization space, can be identified with the (maximum) element size. The Galerkin projection transforms the variational form (2) of the BVP into the discretized problem, which consists in finding

\[
u_h \in V_h \text{ such that } a(u_h, v_h) = \ell(v_h), \quad \forall v_h \in V_h.
\]

(7)

For any function which is defined on the physical domain, we use the hat \( \hat{\cdot} \) to denote its

\(^1\) By a slight abuse of notation, we use the same symbol \( N_{i,p} \) to denote the univariate B-splines with respect to the \( d \) different variables, even though the knot vectors may be different. This could be made precise by referring to the associated knot vector and degree in the notation \( N_{i,p,\tau} \). This information has been omitted since it is always clear from the context.
pull-back to the parameter domain, i.e.

$$\hat{u}_h = u_h \circ G, \quad \hat{f} = f \circ G, \quad \hat{\phi}_i = \phi_i \circ G.$$  

We also use $\hat{\nabla}$ to denote the gradient operator in the parameter domain.

Using the geometry map we rewrite the two forms as

$$a(u_h, v_h) = \int_{\Omega} \hat{\nabla} \hat{u}_h^T A \hat{\nabla} \hat{v}_h \, d\hat{x} \quad \text{and} \quad \ell(v_h) = \int_{\Omega} \hat{f} \, \hat{v}_h \, |\det J| \, d\hat{x}, \quad (8)$$

where

$$A = |\det J|^{-1} \hat{K} J^{-T} = \frac{J_c \hat{K} J_c^T}{|\det J|} = (a_{rs})_{r,s=1,...,d}, \quad (9)$$

with the Jacobian matrix $J = \hat{\nabla} G$, its cofactor matrix $J_c = J^{-1} \text{det} J$, and $\hat{K} = K \circ G$. The matrix $A = A(\hat{x})$ is symmetric and uniformly positive definite. It involves the geometry map, its derivatives and the coefficients of the PDE.

The functions in the discretization space $V_h$ are represented as linear combinations of the basis functions,

$$u_h = \sum_{i \in I} u_i \phi_i, \quad (10)$$

with certain coefficients $u = (u_i)_{i \in I}$. By considering the test functions $v_h = \phi_i, \ i \in I$, in the variational form (7), one arrives at the linear system $Su = b$ characterizing the solution $u_h^*$ with coefficients $u^*$. The stiffness matrix $S$ has the entries

$$S_{ij} = a(\phi_i, \phi_j) = \int_{\Omega} \hat{\nabla} T_{i,p}^T A \hat{\nabla} T_{j,p} \, d\hat{x} = \sum_{r=1}^d \sum_{s=1}^d \int_{\Omega} a_{rs} \hat{\partial}_r T_{i,p} \hat{\partial}_s T_{j,p} \, d\hat{x}, \quad (11)$$

since $\hat{\phi}_i = T_{i,p}$, where we denote the partial derivatives with $\hat{\partial}_r \hat{u} = (\partial \hat{u})/(\partial \hat{x}_r)$. Similarly we obtain the right-hand side (load vector)

$$b_i = \ell(\phi_i) = \int_{\Omega} \hat{f} T_{i,p} \, |\det J| \, d\hat{x}. \quad (12)$$

Note that many quantities that appear in the discretization of variational forms of PDEs yield similar expressions. For example, the mass matrix entries take the form

$$M_{ij} = \int_{\Omega} \phi_i \phi_j \, d\hat{x} = \int_{\Omega} T_{i,p} T_{j,p} \, |\det J| \, d\hat{x}. \quad (13)$$

Analogous expressions arise when considering advection matrix entries or boundary integral terms coming from natural boundary conditions.

**Example 1.** Throughout the paper we shall use a 1D instance as an illustrative example, in particular

$$-u''(x) = f(x), \quad x \in \Omega = (0, 10),$$

$$7$$
with \( u(0) = u(10) = 0 \) as boundary conditions. The domain \( \Omega \) is parameterized with uniform quadratic B-splines (see Figure 1 for the control points). Certainly, this is an artificial construction, since an optimal choice would be a linear parameterization with constant speed. For the right-hand function 
\[
f(x) = \pi^2 \sin(\pi x),
\]
the exact solution has the closed form \( u(x) = \sin(\pi x) \) (shown as color-map in Figure 1). In this case, the geometry-related factor that appears in the stiffness matrix entries equals \( A = \frac{1}{\sigma} \), and the determinant of the Jacobian evaluates to \(| \det J | = |G'| \).

2.3 Well-posedness and numerical realization

We recall that the original problem (2)-(3), which involves the bilinear form 
\[
a : H^1_0(\Omega) \times H^1_0(\Omega) \rightarrow \mathbb{R}
\]
has a unique solution \( u^* \in H^1_0(\Omega) \). According to abstract finite element theory and the Lax-Milgram lemma, the discretized problem (7) possesses a unique solution \( u^*_h \in V_h \). Its coefficients \( u^*_i, i \in I \) are found by solving the linear system of equations \( Su = b \).

However, the stiffness matrix entries (11) have to be computed approximately. More precisely, the evaluation of the forms in (8) is subject to integration error. This can be interpreted as introducing modified forms \( \tilde{a} : V_h \times V_h \rightarrow \mathbb{R} \) and \( \tilde{\ell} : V_h \rightarrow \mathbb{R} \) and replacing the discretized problem (7) by

\[
\text{Find } u_h \in V_h \text{ such that } \tilde{a}(u_h, v_h) = \tilde{\ell}(v_h) \quad \forall v_h \in V_h. \tag{14}
\]
The existence and uniqueness of a solution of (14) is guaranteed if \( \tilde{a}(\cdot, \cdot) \) has the property of uniform \( V_h \)-ellipticity, since the Lax-Milgram lemma (cf. [8], for instance) can then be applied.

More precisely, it is sufficient to verify that the bilinear form in (14) satisfies the inequality
\[
\tilde{a}(v_h, v_h) \geq \mu |v_h|_{1,\Omega}^2 \quad \forall v_h \in V_h,
\]
where \( |\cdot|_{1,\Omega} \) is the \( H^1 \)-seminorm on \( \Omega \) (which is here a norm due to the homogeneous Dirichlet boundary) and the constant \( \mu \) is independent of the mesh size \( h \). We will later verify this property for our specific construction of the approximate bilinear form \( \tilde{a} \), which will be described in the following sections.

The relation between the solutions of the problem (14), which represents the actual numerical realization, and the original variational formulation (2) is described by the following result.

**Lemma 2** (Strang’s first lemma [32,33]). Under the assumptions of boundedness and uniform \( V_h \)-ellipticity of \( \tilde{a}(\cdot, \cdot) \), the solution \( \tilde{u}_h \) of (14) satisfies
\[
|u^* - \tilde{u}_h|_{1,\Omega} \leq C \left( |u^* - u_h|_{1,\Omega} + \sup_{w_h \in V_h} \frac{|a(u^*_h, w_h) - \tilde{a}(u^*_h, w_h)|}{|w_h|_{1,\Omega}} \right)
+ \sup_{w_h \in V_h} \frac{|\ell(w_h) - \tilde{\ell}(w_h)|}{|w_h|_{1,\Omega}}, \tag{15}
\]
where $u^*$ stands for the exact solution of the variational problem (2), $u_h^*$ is the solution of the discretized problem (7), $u_h$ is the best approximation of $u^*$ in $V_h$ and the constant $C$ is independent of $h$ and $f$.

Consequently there are two major sources of error:

1. The projection of the unknown solution into the finite-dimensional space $V_h$ causes the approximation error $|u^* - u_h|_{1,\Omega}$.
2. The numerical evaluation of the forms in (2) introduces the consistency error which is bounded by the remaining two terms on the right-hand side in (15).

Compared to the influence of these two error sources, the remaining ones have only a minor effect on the quality of the numerical solution. These include

3. The geometry approximation error for the domain representation, which can be assumed to be zero for isogeometric discretizations,
4. the error which is due to approximating Dirichlet boundary data (not present for the homogeneous problem (1), but it appears when homogenizing a non-homogeneous problem, cf. [13]), and
5. the inaccuracy introduced when numerically solving the linear system.

The approximation error\(^2\) has order $p$ with respect to the $H^1$ seminorm, when B-splines of degree $p$ are used [3,4]. Consequently, this is the optimal convergence rate that we expect to obtain. The aim of this paper is to present an efficient numerical integration procedure, tailored towards IGA, that provably preserves the overall convergence rate by carefully controlling the order of the consistency error.

3 Review of evaluation-based numerical integration

To make the link between the IIL method and quadrature approaches, we may regard numerical integration using a certain quadrature rule as a projection operation to a (typically polynomial) space that is integrated exactly by that rule. Therefore the error in the numerical integration is equal to a best approximation error in the underlying projection space. In this section we review quadrature schemes relevant to IGA, notably providing exact integration in $S^p_{-1}$ and even $S^{2p}_{p-1}$.

3.1 Quadrature schemes

A large class of quadrature rules can be derived by constructing interpolating functions which are “easy” to integrate, for instance polynomials.

Using a quadrature formula, the computed bilinear form is a weighted sum of evaluations

\[
\tilde{a}(u_h, v_h) = \sum_i \sum_{j=1}^{\varrho} w_{i,j} \tilde{\nabla} \hat{u}_h(\hat{x}_{i,j})^T A(\hat{x}_{i,j}) \tilde{\nabla} \hat{v}_h(\hat{x}_{i,j}),
\]

(16)

\(^2\) Note that by Céa’s Lemma, the overall discretization error $|u^* - u_h^*|_{1,\Omega}$ is of the same order of magnitude as the approximation error $|u^* - u_h|_{1,\Omega}$.
where the first sum runs over all elements (indexed by $i$). The symbols $w_{i,j}$ and $\hat{x}_{i,j}$ stand for the quadrature weights and points on the $i$-th element, respectively. In the case of a tensor-product Gauss rule, the coordinates of the nodes $\hat{x}_{i,j}$ are roots of Legendre polynomials of degree $q$. Such a rule corresponds to the tensor product of $d$ univariate rules with $q$ nodes in each direction. The rule is defined in the parent element $[-1, 1]^d$ and mapped to the parametric (and consequently to the physical) integration element by a coordinate transformation. The weights follow from a simple formula.

We define the coordinate-wise degree of exactness (or algebraic precision) of a rule to be equal to $r$, if all polynomial functions of degree at most $r$ with respect to each variable are integrated exactly by the rule. If the integrand is sufficiently smooth, then applying a rule of exactness $r$ guarantees an integration error of order $r + 1$. A formula of the form (16) can be chosen to be exact on a polynomial space of degree $r$ if it has at least $r + 1$ “quadrature degrees of freedom”, i.e. $2q \geq r + 1$. The optimal choice with respect to the degree of exactness is the Gauss rule; it provides the unique rule with $q$ nodes that is exact on the space $\otimes_{i=1}^d \mathbb{P}^{2q-1}$ of tensor-product polynomials of degree $2q - 1$.

In the classical FEM literature (but also in IGA) it well known that when $q = p + 1$ Gauss nodes are used for elements of polynomial degree $p$, optimal convergence rates are obtained. Proving this property requires to bound both the discretization and the consistency error. Bounding the latter uses assumptions on the exactness of the rule on polynomials of certain degree and the Bramble-Hilbert lemma, which provides bounds on the error of approximating a function by a polynomial of given degree [7,11].

In the context of IGA, (reduced) quadrature has been studied e.g. in [30]. Their experimental data indicate that using Gauss rules with $p$ points in each coordinate direction suffices to obtain the optimal order of convergence in the $H^1$ and $L^2$ norms. In fact, this is supported by the following discussion of the order of the first consistency term in the 1D case:

**Example 3.** We continue the discussion of the one-dimensional Example 1. For a uniform B-spline discretization with mesh size $h$ and using an integration rule which is exact for polynomials of degree $q$, the order of the first consistency error term in (15) for test functions $w_h = \phi_i = N_{i,p} \circ G^{-1}$ is $O(h^{q-p+5/2})$, where we use the $O$-notation to express the asymptotic behavior for $h \to 0$. On the one hand, the integration error in the bilinear form

$$a(u_h^*, \phi_i) = \int_0^1 \frac{\hat{u}_h^{\prime\prime}}{G'} N_{i,p}' d\hat{x}$$

has the same asymptotic behavior as its upper bound

$$\left(\frac{p+1}{2}\right) h \text{ length of supp}(N_{i,p}) \cdot h^{q+1} \max_j \left\| \left( \frac{\hat{u}_h^{\prime\prime}}{G'} N_{i,p}' \right) \right\|_{\infty,j}^{(q+1)}$$

where $\| . \|_{\infty,j}$ is the maximum norm on the $j$-th element (knot span). We consider the norm of the derivative of order $q+1$ of the integrand on each element, where $q \geq p - 2$. 


and obtain
\[ \| \left( \frac{\hat{u}_h'}{G'} N'_{i,p} \right)^{(q+1)} \|_{\infty,j} = \| \ldots + \left( \frac{q + 1}{p - 1} \right) \left( \frac{\hat{u}_h'}{G'} \right)^{(q-p+2)} (N_{i,p})^{(p)} \|_{\infty,j} = O(h^{-p}) \]

since the first term converges to a function with bounded derivatives (as \( u_h^* \) can be assumed to approximate both the exact solution and its first \( p \) derivatives) and \( N^{(p)}_{i,p} = O(h^{-p}) \). Consequently, the integration error satisfies
\[ a(u_h^*, \phi_i) - \tilde{a}(u_h^*, \phi_i) = O(h^{q-p+2}) \]

On the other hand, the denominator in the first consistency error term satisfies
\[ |\phi_i|_{1,\Omega} = \sqrt{\int_0^1 (N'_{i,p})^2 \frac{1}{G'} d\hat{x}} = O(h^{-\frac{1}{2}}) \]

where we took into account that \( N'_{i,p} = O(h^{-1}) \) and that the support of the integrand is contained in \( p + 1 \) elements of length \( h \). Combining these two observations confirms the order of the first consistency error term. In order to obtain at least the same order \( O(h^p) \) as the discretization error, the degree of exactness needs to satisfy \( q \geq 2p - \frac{5}{2} \), which is guaranteed by using Gauss rules with at least \( p \) points. This observation\(^3\) is confirmed by the numerical experiments reported in Figure 1. When using a Gauss rule of exactness \( q = 2e - 1 \), where \( e \) is the number of evaluation points per knot span (element), the rate of convergence with respect to the \( H^1 \) seminorm is experimentally found to be \( \min(p, q - p + 5/2) = \min(p, 2e - p + 3/2) \). In particular, for degree \( p \) and using \( p, p - 1, p - 2 \) Gauss nodes, the respective experimental orders of convergence are \( p, p - 1/2, p - 5/2 \). All tests were performed with quadruple precision arithmetic (long double) for increased accuracy. Nevertheless we reached the limits of machine precision for finer discretizations and larger degrees. In fact, when using \( p \) and \( p - 1 \) Gauss nodes, the difference \( 1/2 \) between the convergence rates could be observed only for degrees up to 4.

A number of different quadrature rules in isogeometric analysis have been proposed in the literature. Figure 2 provides a comparison of the evaluation points needed for a Gauss rule with \( p + 1 \) points per direction (a), with the IGA-specific rules described in [22] (b) and [2] (c). The new method described in this paper requires solely the evaluation at the interpolation grid shown in (d). However, it should be noted that computational costs of the new method cannot be characterized by the number of evaluations only, and therefore a comparison with the existing techniques based only on this number would be meaningless. A more detailed comparison, which also addresses the issue of computational complexity, is provided in sections 6 and 7.

\(^3\) Strictly speaking, the choice of the specific test function \( \phi_i \) generates a lower bound for the upper bound of the error that is provided by Strang’s lemma. However, the upper bound of Strang’s lemma has the correct asymptotic behavior, and one may expect that the same is true when considering the specific test function. This is confirmed by our numerical experiments.
Integration by interpolation and lookup (IIL)

We present a quadrature-free method for the matrix assembly in isogeometric analysis. The quadrature will be replaced by an approximation step, by means of interpolation or quasi-interpolation, of those parts of the integrands (11), (12) or (13) that contain the geometry mapping $G$, its partial derivatives and possibly the coefficients of the PDE. Subsequently we use exact integration via look-up tables for evaluating the entries of stiffness matrix and load vector. This strategy allows to reduce the number of evaluations compared to quadrature-based approaches.

4.1 Outline

The integrals in question (e.g. each of the summands contributing to the double sum in (11)) are sums of expressions possessing the general form

$$
\int_{\Omega} \Phi(\hat{x}) \Psi_h(\hat{x}) d\hat{x}.
$$

(17)
The first factor $\Phi$ depends on the coefficients of the partial differential equation and on the geometry mapping, but not on the mesh (more precisely, not on the knot vectors) used to obtain the discretization. Moreover, the same factor $\Phi$ is shared by many integrals. For our model problem and its discretization with non-rational splines, this factor occurs $d^2$ times per entry when assembling the stiffness matrix. In contrast, the second factor $\Psi_h$, which is a product of univariate B-splines and derivatives thereof, is independent of geometry mapping and coefficients.

The difficulties for integration are caused only by the factor $\Phi$. In particular, the latter is generally non-polynomial and, even though it is rational in many cases, its degree can be quite large. Since it contains complicated expressions (e.g. the Jacobian...
determinant) it cannot be expressed in terms of refined basis functions. In contrast, the factor $\Psi_h$ has a very regular structure. Indeed, when performing uniform $h-$refinement, this factor contains recurring expressions of scaled B-spline basis functions. However, this structure cannot be exploited, due to the presence of the first factor, $\Phi$.

We propose to replace $\Phi$ that appears in the integrand by a suitable approximation, followed by an exact and fast computation of the resulting integrals. We shall demonstrate that these integrals are linear combinations of a certain number of recurring elementary integrals that can be retrieved by use of a relatively small (degree-dependent) number of look-up operations. We note that the values of the lookup tables are exact, since the integrands are piecewise polynomials.

Consequently, the core idea of our method is to replace (8) by the approximate bilinear form

$$\tilde{a}(u_h, v_h) = \int_{\hat{\Omega}} \hat{\nabla} \hat{u}_h \tilde{A} \hat{\nabla} \hat{v}_h \, d\hat{x},$$

where $\tilde{A}$ is an approximation of the matrix $A$ defined in (9), that allows for a simple closed-form evaluation of the induced stiffness matrix,

$$\tilde{S}_{ij} = \tilde{a}(\phi_i, \phi_j) = \int_{\hat{\Omega}} \hat{\nabla} T^T_{i,p} \tilde{A} \hat{\nabla} T_{j,p} \, d\hat{x} = \sum_{r=1}^{d} \sum_{s=1}^{d} \int_{\hat{\Omega}} \tilde{a}_{rs} \hat{\nabla} T^T_{i,p} \hat{\nabla} T_{j,p} \, d\hat{x}. \quad (19)$$

In this case, each stiffness matrix entry is the sum of $d^2$ expressions of the form (17).

Suitable approximations $\tilde{a}_{rs}$ of the entries of $A$ (which correspond to the factor $\Phi$ in (17)) will be found by means of interpolation or quasi-interpolation. Subsequently we will exploit the periodic nature of uniform B-spline basis functions in order to obtain compact lookup tables for B-spline tri-products.

**Remark 4.** General NURBS basis functions take the form

$$R_i(\hat{x}) = \frac{T_{i,p}(\hat{x})}{\omega(\hat{x})}$$

with a common denominator (or weight function) $\omega$, which is typically provided by the input geometry. If these functions are used to define the discretization space $V_h$, i.e., $\phi_i = R_i \circ G^{-1}$, this denominator stays invariant under $h-p-k$ refinement. In particular, the stiffness matrix entries (11) are

$$S_{ij} = a(\phi_i, \phi_j) = \int_{\hat{\Omega}} \hat{\nabla} \tilde{R}^T_i A \hat{\nabla} R_j \, d\hat{x} = \int_{\hat{\Omega}} \hat{\nabla} T^T_{i,p} \frac{1}{\omega^3} A \hat{\nabla} T_{j,p} \, d\hat{x} + \int_{\hat{\Omega}} \hat{\nabla} \omega^T \frac{1}{\omega^3} A \hat{\nabla} T_{i,p} T_{j,p} \, d\hat{x}.$$
Fig. 3. Different configurations for the support intersection of two cubic B-splines. The integrals in (21), corresponding to one look-up operation, are nonzero only for tensor B-splines $T_{k,q}$ which possess a non-empty intersection with the filled region.

4.2 The algorithm

We describe our construction in the case of the stiffness term (11). The remaining terms can be dealt with similarly.

As before we consider a parameter domain of dimension $d$, and we assume a uniform degree $p$ for all variables.

1. First we approximate the matrix $A$ by projecting it into the tensor-product spline space $\bigotimes_{t=1}^{d} S_t^q$ containing functions of degree $q$ and smoothness $s$. Applying an interpolation or quasi-interpolation operator $\Pi_h$ to $A$, we obtain

$$\tilde{A}(\hat{x}) = \Pi_h A(\hat{x}) = \sum_{k \in I} \tilde{A}_k T_{k,q}(\hat{x})$$

(20)

with the coefficient matrices $\tilde{A}_k = (a_{rs}^k)_{r,s=1,\ldots,d}$. Consequently, the stiffness matrix entries defined in (19) are given by integrals of piecewise polynomial functions. This is the only approximation step that we need in the entire process.

2. Using (20) and (19) we can break down the expression of the stiffness matrix entries to a sum of elementary integrals of (derivatives of) tensor-product B-splines,

$$\tilde{S}_{ij} = \sum_{k \in I} \int_{\hat{\Omega}} \hat{\nabla} T_{i,p}^T \tilde{A}_k \hat{\nabla} T_{j,p} T_{k,q} d\hat{x} = \sum_{k \in I} \sum_{r,s=1}^{d} a_{rs}^k \int_{\hat{\Omega}} \hat{\partial}_r T_{i,p} \hat{\partial}_s T_{j,p} T_{k,q} d\hat{x} .$$

(21)

Due to the local support of B-splines, most terms of this sum vanish, cf. Fig. 3. Non-zero terms occur only if supports of $T_{k,q}$, $T_{i,p}$ and $T_{j,p}$ possess a non-empty intersection.

3. In order to perform exact integration of the piecewise polynomial integrands in (19), we construct (or load) a look-up table for the elementary integrals of the form

$$L^{\alpha\beta}_{ijkt} = \int_{\mathbb{R}} N_{i,p}^{(\alpha)}(\hat{x}_t) N_{j,p}^{(\beta)}(\hat{x}) N_{k,q}(\hat{x}_t) d\hat{x}_t ,$$

(22)

where $N_{i,p}$, $N_{j,p}$, and $N_{k,q}$ are uniform B-splines of degree $q$ and $p$ and the upper indices $\alpha, \beta \in \{0,1\}$ denote the order of differentiation. We will assume that the
spline spaces used for the projection in (20) and for the isogeometric discretization possess the same inner knots (possibly with different multiplicities). In this situation, the number of entries in the look-up tables is relatively small and independent of $h$. The structure of this look-up table will be analyzed later.

The definition (5) of the tensor-product B-splines implies the identity

\[
\int_{\hat{\Omega}} \hat{\partial}_{r} T_{i,p} \hat{\partial}_{s} T_{j,q} T_{k,q} d\hat{x} = \prod_{t=1}^{d} L_{i_{t},j_{t},k_{t},t}^{(r,t),\delta(s,t)} = L_{i,j,k}^{i,j,k}
\]

(23)

where $\delta(\cdot, \cdot)$ is the Kronecker delta. Consequently, we are able to compute $\hat{S}_{ij}$ from (21) as a weighted sum of contributions taken from the look-up table; the weights are the entries $a_{k}^{h}$ of the coefficient matrices $\hat{A}(\hat{x})$ in (20). More precisely

\[
\hat{S}_{ij} = \sum_{k \in I} \hat{A}_{k} : L_{i,j,k}^{i,j,k},
\]

(24)

where ‘:’ stands for the Frobenius inner product.

Similar constructions are available for the mass matrix (by projecting $|\det J|$ to the spline space) and the load vector (applying $\Pi_{h}$ to $f \circ G$ and using look-up tables for products of two functions).

Summing up, we obtain the approximate bilinear form (18) given by

\[
\tilde{a}(u_{h}, v_{h}) = \int_{\hat{\Omega}} \hat{\nabla} \hat{u}_{h} \Pi_{h} A \hat{\nabla} \hat{v}_{h} d\hat{x}.
\]

(25)

and the approximate linear form

\[
\tilde{\ell}(v_{h}) = \int_{\hat{\Omega}} \Pi_{h}(f |\det J|) \hat{v}_{h} d\hat{x}.
\]

When applied to functions from the isogeometric discretization space $V_{h}$, these forms can be evaluated exactly.

4.3 Approximating the matrix $A$

Similarly to quadrature-based approaches, our construction takes advantage of the tensor product structure. The interpolation or quasi-interpolation operator is defined for univariate spline spaces and is then applied coordinate-wise for higher dimensions.

More precisely, we apply an interpolation or quasi-interpolation operator $\Pi_{h}$ to each entry of $A(\hat{x})$, which is constructed as the tensor-product of $d$ univariate operators. Consequently, the computation of the (quasi-) interpolant can be performed coordinate-wise.

There are two sequences of knots involved in an isogeometric discretization: On the one hand, there are the initial knots needed to define the geometry map. We will denote them as geometry knots. On the other hand, there are additional knots inserted via $h$-refinement in order to obtain a sufficiently fine discretization space. Typically, the
geometry knots form the coarsest mesh for analysis, therefore they are much fewer than the new knots coming from \( h \)-refinement.

We note that the geometry map and its derivatives are \( C^\infty \) smooth except for the mesh hyperplanes defined by the geometry knots. When performing \( h \)-refinement, new knots are inserted. These knots, however, do not introduce additional discontinuities of the geometry map or if its derivatives.

In order to simplify the presentation we shall assume that the matrix \( K \) is also \( C^\infty \) smooth. Under this assumption, the matrix \( A \) defined in (9) is \( C^{p-1-\mu} \)-smooth at all mesh hyperplanes defined by geometry knots with multiplicity \( \mu \), and it is \( C^\infty \) smooth elsewhere.

We will need the following assumption to guarantee that the IIIL method preserves the overall approximation order of the scheme. This assumption states that the interpolation or quasi-interpolation operator \( \Pi_h \) realizes the optimal order of approximation, which is possible in the spline space \( \bigotimes_{t=1}^d S_q^s \).

**Assumption 5.** The interpolation or quasi-interpolation operator \( \Pi_h \) in (20) provides an entry-wise error bound \( \varepsilon_h \),

\[
\max_{\hat{x} \in \hat{\Omega}} \| A(\hat{x}) - \tilde{A}(\hat{x}) \|_{\max} = \max_{\hat{x} \in \hat{\Omega}} \max_{r,s=1,...,d} | a_{rs}(\hat{x}) - \tilde{a}_{rs}(\hat{x}) | \leq \varepsilon_h = h^{q+1} C_A
\]

where the constant \( C_A \) depends on the geometry map and on the matrix-valued function \( K \), but is independent of \( h \).

We describe two possibilities to construct an operator that satisfies this assumption. The first approach is based on quasi-interpolation operators and leads to theoretical guarantees, since it can be supported by classical results from spline approximation theory. The second approach relies on a simple interpolation technique and has been used in our implementation.

The first approach starts by splitting the geometry map (and hence the matrix \( A \)) into its \( C^\infty \)-smooth segments. More precisely, the multiplicity of all the (interior) geometry knots is raised to \( p \) by knot insertion. This procedure allows us to subdivide the geometry map into its Bézier patches. The number of these patches is independent of \( h \), since the new knots introduced by \( h \)-refinement do not introduce additional discontinuities in \( A \).

Then we construct quasi-interpolation operators for the spline spaces obtained after inserting the additional knots (the non-geometry ones) into the Bézier patches of the geometry map. This is done by considering the tensor-products of \( d \) univariate quasi-interpolation operators. According to classical results from spline approximation theory, each of these operators satisfies Assumption 5 under certain conditions concerning the spacing of the knots that are introduced by \( h \)-refinement (which in particular are always satisfied for uniform refinement). See [16,31] for more information.

The second approach, which is simpler to implement, proceeds by interpolation. The spline space \( \bigotimes_{t=1}^d S_q^s \), which is used in the first step of the procedure described in Section 4.2, is defined using the knots inserted by \( h \)-refinement, each with multiplicity 1, and by the knots which are needed by the geometry map. The multiplicity of these knots is chosen to match the smoothness of the matrix \( A \). More precisely, if a knot has multiplicity
\[ \mu \text{ in the geometry map, then, the corresponding knot for the interpolation spline space is chosen to have multiplicity } \max(1, 1 + \mu + q - p). \] By this construction, the regularity of the interpolating spline space matches the regularity of the entries of \( A \).

It is generally observed that the Greville points provide a practically optimal choice as interpolation sites, see [16]. The approximation of the matrix \( A \) is therefore constructed by tensor-product spline interpolation at the Greville abscissas. We compute one sparse LU factorization for the collocation matrix of every coordinate basis \( N_{i,q}(\hat{x}_t) \) with respect to the Greville abscissas. The coefficients of the tensor-product interpolant are obtained by iteratively evaluating intermediate coefficients via back-substitution, until all dimensions are exhausted (cf. [5,15]).

It is possible to combine the subdivision into Bézier patches of the geometry map with the interpolation procedure in the second approach, and this would even provide theoretical guarantees for certain degrees and under certain assumptions regarding the knot spacing, see [16]. A more detailed investigation of the approximation power of interpolating splines for functions with reduced regularity is beyond the scope of the present paper.

4.4 Building the lookup tables

We consider B-splines \( \tilde{N}_{i,p}, \tilde{N}_{k,q} \) over the bi-infinite sequence \( Z \) of integer knots, where the index identifies the leftmost knot, and we define the normalized elementary integrals

\[ I_{ij}^{\alpha\beta} = \int_{\mathbb{R}} \tilde{N}_{i,p}(\tilde{x}) \tilde{N}_{j,p}(\tilde{x}) \tilde{N}_{k,q}(\tilde{x}) d\tilde{x}, \tag{27} \]

where the upper indices \( \alpha, \beta \in \{0, 1\} \) indicate the order of differentiation. These integrals satisfy the identities

\[ I_{ij}^{\alpha\beta} = I_{ji}^{\alpha\beta} = I_{i+s,j+s,k+s}^{\alpha\beta}, \]

where \( s \in \mathbb{Z} \) is an index shift. Consequently, swapping the first two indices if \( j < i \) and choosing \( s = -\min(i, j, k) \) transforms them to \( I_{ij}^{\alpha\beta} \) where either

(a) \( i' = 0, 0 \leq j', k' \leq p \) and \( \alpha', \beta' \in \{0, 1\} \), or

(b) \( k' = 0 \) and \( 1 \leq i' \leq j' \leq q \) and \( \alpha', \beta' \in \{0, 1\} \).

These values of the normalized elementary integrals are generated off-line and stored in a look-up table.

In order to deal with the multiple knots at the boundaries, we extend the definition (27) by introducing another index \( m \) that specifies the multiplicity of the leftmost (for positive values of \( m \)) or rightmost knot (for negative values of \( m \)) of the combined knot sequence defining the three B-splines in the integral (27), e.g. if \( i = 0 \) the knots are

\[ (0, \ldots, 0, 1, 2, 3, \ldots) \underset{m \text{ times}}{\overbrace{.}}. \]

For each of the cases (a) and (b), we need to generate the look-up table for all multiplicities satisfying \( 1 \leq |m| \leq \max(p, q) + 1 \). Further we exploit the symmetry of the two
boundaries to halve the number of entries. We arrive at a look-up table with
\[ 4((p+1)^2 + \binom{q+1}{2})(\max(p,q)+1) \]
entries. In order to keep the presentation simple, we do not discuss the case of multiple inner knots in this paper.

Finally, we use this look-up table to evaluate the elementary integrals by the formula
\[ L_{i j k t} = \frac{1}{h_{i t}} I_{\sigma(i-s,j-s),k-s,m(i,j)} \]
where the index shift has been defined before and the permutation \( \sigma \) swaps its arguments if \( i < j \) and keeps them unchanged otherwise. Note that we omit the multiplicity \( m = m(i,j) \) on the left-hand side, since it can be deduced from the underlying combined knot sequence of \( N_i \) and \( N_j \).

**Remark 6.** As we will see later in Section 7, using \( q = p \) appears to be the most reasonable choice. In this case, each entry of the look-up table is generated by three uniform B-splines of the same degree. We may take advantage of this fact by rewriting the elementary integrals (27) as
\[ I_{\alpha\beta\gamma i j k} = \int_{\mathbb{R}} \tilde{N}_{i,p}^{(\alpha)}(\tilde{x}) \tilde{N}_{j,p}^{(\beta)}(\tilde{x}) \tilde{N}_{k,p}^{(\gamma)}(\tilde{x}) d\tilde{x}, \]
with \( \alpha\beta\gamma = 0, \alpha, \beta, \gamma \in \{0, 1\} \) and \( i \leq j \leq k \).

Using a similar reasoning as before (sorting and shifting indices), it is easy to see that these integrals suffice to assemble the stiffness matrix. To estimate the size of this table, note that \( i, j, k \) (modulo shifts) lead to \((p+1)(p+2)/2\) possibilities, while derivation orders \( \alpha, \beta, \gamma \) lead to 7 cases. Finally, by taking into account knot multiplicities at boundary integrals as before, we obtain \( p+1 \) additional degrees of freedom. Consequently the total size of the lookup table is
\[ \frac{7}{2}(p+1)^2(p+2), \]
for B-splines with a fixed degree \( p = q \). Figure 4 shows a slice of this table for degrees \( p = q = 2 \).

**Example 7.** For an illustration, we construct explicitly two entries of the \( 6 \times 6 \) mass matrix of our running 1D example. The interpolation step (using degree two splines) provides the coefficient vector \( (a^k) = (4.0, 16.5, 13.3, 1.4, 10.6, 16.0) \) for the Jacobian determinant. Since \( h = 0.25 \), it suffices to scale everything by this number, so that according to (28) and (23) \( L_{ij k} = \frac{1}{4} I_{i,j,k,m}^{00} \). The general formula is, following (20),
\[ M_{ij} = h \sum_{k=\max(j-2,1)}^{\min(i+2,6)} a^k L_{ij k}, \quad i, j = 1, \ldots, 6. \]
Fig. 4. Table for elementary integrals for the case $p = q = 2$, $\alpha = \beta = 0$ (no derivatives) and $m = 1, 2, 3$. For the configuration shown on the right, the result is $I_{0,1,2,1}^{0,0} = 1/168$.

For instance, we compute
\[
M_{44} = a^1 L^{0,3,1} + a^2 L^{3,3,2} + a^3 L^{3,3,3} + a^4 L^{3,3,4} + a^5 L^{3,3,5} \\
= h(a^1 I_{0,0,0}^{0,0} + a^2 I_{1,0,1}^{0,0} + a^3 I_{0,1,1}^{0,0} + a^4 I_{0,0,1}^{0,0} + a^5 I_{0,2,2}^{0,0}) = 0.739 \ldots
\]

To pass to elementary integrals, we used the shift invariance and symmetry properties. The second line contains values referring to the table in Figure 4. Similarly,
\[
M_{12} = a^1 L^{0,1,0} + a^2 L^{0,1,1} + a^3 L^{0,1,2} = h(a^1 I_{0,0,0}^{0,0} + a^2 I_{0,1,1}^{0,0} + a^3 I_{0,1,2}^{0,0}) = 0.310 \ldots
\]

Note that each entry is computed as the sum of at most five terms. ◦

**Remark 8.** The IIL method can be extended to the case of non-uniform knot vectors, simply by generating look-up tables for all non-zero integrals of tri-products of univariate $B$-splines in each of the $d$ coordinate directions in parameter space. If we assume to have the same number of knots in each coordinate direction, then we need $d$ look-up tables with $\mathcal{O}(n^{1/d}p^3)$ non-zero entries, where $n$ is the total number of degrees of freedom. This is still an acceptable size for $d > 1$ as the stiffness matrix has $\mathcal{O}(np^3)$ non-zero entries. ◦

## 5 Error analysis

In this section we shall assume that the Jacobian determinant of the geometry map $G$ is bounded away from zero. Our goal is to use Strang’s lemma to demonstrate that the consistency error of the IIL assembly method possesses the same order of magnitude as the interpolation error in $A$ as $h \to 0$. In order to use Strang’s lemma, we need to establish the uniform $V_h$—ellipticity of the bilinear form in (14).

The road map of our analysis is as follows. First we establish a bound on the absolute error in the computed bilinear form (14). Second, we use this result to establish uniform $V_h$—ellipticity as well as a bound on the consistency error term in Strang’s Lemma, which depends on the error that is introduced in the approximation of the matrix $A$. Finally, we use these two ingredients to formulate our main result in Theorem 13.

First we establish the equivalence of $H^1$ seminorms on the parameter domain and the physical space and relate the constants to the matrix $A$, see also [3].
Lemma 9. The seminorms $|\hat{v}|_{1,\hat{\Omega}}$ and $|v|_{1,\Omega}$ of a function $v \in V$ and its push-back $\hat{v} = v \circ G$ are equivalent. More precisely, there exist constants $C_0, C_1 \in \mathbb{R}_{>0}$ such that

$$C_0 |\hat{v}|_{1,\hat{\Omega}} \leq |v|_{1,\Omega} \leq C_1 |\hat{v}|_{1,\hat{\Omega}}, \quad \forall v \in V.$$ 

Proof. Consider the matrices $A(\hat{x}) = \det J|J^{-1}J^T|$, $\hat{x} \in \hat{\Omega}$, that corresponds to the Laplace operator $\nabla^2$, cf. (9). Let $\lambda_{\text{max}}(A(\hat{x}))$ be the maximum eigenvalue of $A(\hat{x})$. It is real and positive as $A$ is symmetric and positive definite, therefore

$$|v|^2_{1,\Omega} = \int_\Omega \nabla v^T \nabla v d\mathbf{x} = \int_\hat{\Omega} \hat{\nabla} \hat{v}^T \nabla \hat{v} d\hat{x} \leq \int_\hat{\Omega} \lambda_{\text{max}}(A(\hat{x})) \nabla \hat{v}^T \nabla \hat{v} d\hat{x}.$$ 

Since $\hat{\Omega}$ is closed and bounded, and the maximum eigenvalue of $A$ depends continuously on $\hat{x}$, there exist $C = \max_{\hat{x} \in \hat{\Omega}} \lambda_{\text{max}}(A)$ and

$$|v|^2_{1,\Omega} \leq C \int_\hat{\Omega} \nabla \hat{v}^T \nabla \hat{v} d\hat{x} = C |\hat{v}|^2_{1,\hat{\Omega}}.$$ 

One can choose the constants $C_1$ as the square root of the maximum of $\lambda_{\text{max}}(A)$. A lower bound on $|v|_{1,\Omega}$ is obtained similarly, using the minimum eigenvalue $\lambda_{\text{min}}(A)$ of $A$. \hfill $\square$

Now we analyze the numerator of the consistency error term in Strang’s lemma. We will see that the approximation error in (26) governs the error in $\hat{a}(\cdot, \cdot)$.

Lemma 10. The bilinear form (18) satisfies

$$|a(u_h, v_h) - \hat{a}(u_h, v_h)| \leq \varepsilon h \|\hat{u}_h\|_{1,\hat{\Omega}} \|\hat{v}_h\|_{1,\hat{\Omega}}.$$ 

(29)

Proof. Using the definition of the forms and the Cauchy-Schwarz inequality for the Euclidean norm $\|\cdot\|_{\mathbb{R}^d}$, we obtain

$$|a(u_h, v_h) - \hat{a}(u_h, v_h)| \leq \int_{\hat{\Omega}} \hat{\nabla} \hat{u}_h^T (A - \hat{A}) \hat{\nabla} \hat{v}_h d\hat{x} \leq \int_{\hat{\Omega}} \|\hat{\nabla} \hat{u}_h\|_{\mathbb{R}^d} \|(A - \hat{A}) \hat{\nabla} \hat{v}_h\|_{\mathbb{R}^d} d\hat{x}.$$ 

Let $\|M\|_2$ denote the spectral norm of a matrix $M \in \mathbb{R}^{d \times d}$. Since

$$\|(A - \hat{A}) \hat{\nabla} \hat{v}_h\|_{\mathbb{R}^d} \leq \|A - \hat{A}\|_2 \|\hat{\nabla} \hat{v}_h\|_{\mathbb{R}^d},$$

and by taking maximum over all $\hat{x} \in \hat{\Omega}$,

$$|a(u_h, v_h) - \hat{a}(u_h, v_h)| \leq \max_{\hat{x} \in \hat{\Omega}} \|A(\hat{x}) - \hat{A}(\hat{x})\|_2 \int_{\hat{\Omega}} \|\hat{\nabla} \hat{u}_h\|_{\mathbb{R}^d} \|\hat{\nabla} \hat{v}_h\|_{\mathbb{R}^d} d\hat{x}.$$ 

By the Cauchy-Schwarz inequality $\langle f, g \rangle_{L^2(\hat{\Omega})} \leq \|f\|_{L^2(\hat{\Omega})} \|g\|_{L^2(\hat{\Omega})}$ in $L^2(\hat{\Omega})$ with $f = \|\hat{\nabla} \hat{u}_h\|_{\mathbb{R}^d}$ and $g = \|\hat{\nabla} \hat{v}_h\|_{\mathbb{R}^d}$ and taking into account that $\|\hat{\nabla} \hat{w}_h\|_{L^2(\hat{\Omega})} = \|\hat{w}_h\|_{1,\hat{\Omega}}$ it follows that

$$|a(u_h, v_h) - \hat{a}(u_h, v_h)| \leq \max_{\hat{x} \in \hat{\Omega}} \|A(\hat{x}) - \hat{A}(\hat{x})\|_2 \|\hat{u}_h\|_{1,\hat{\Omega}} \|\hat{v}_h\|_{1,\hat{\Omega}}.$$
For the spectral norm \( \|M\|_2 \) we use the inequality \( \|M\|_2 \leq d \|M\|_{\text{max}} \), where \( \|M\|_{\text{max}} \) is the element-wise max-norm (as in (26)). We arrive at

\[
|a(u_h, v_h) - \tilde{a}(u_h, v_h)| \leq d \max_{x \in \Omega} \|A(\tilde{x}) - \tilde{A}(\tilde{x})\|_{\text{max}} |\hat{u}_h|_{1,\hat{\Omega}} |\hat{v}_h|_{1,\hat{\Omega}}.
\]

Finally, in view of (26), we confirm (29).

The following result makes sure that the assumptions of Strang’s lemma are satisfied.

**Lemma 11.** There exists a constant \( h^* \) such that the bilinear form \( \tilde{a}(\cdot, \cdot) \) is uniformly \( V_h \)-elliptic for all \( h \leq h^* \).

**Proof.** For our model problem, the bilinear form \( a(\cdot, \cdot) \) in (3) is known to be \( V \)-elliptic. Consequently, since \( V_h \subset V \), the form \( a(\cdot, \cdot) \) is also uniformly \( V_h \)-elliptic, that is, there exists a constant \( \mu > 0 \) such that \( \mu |v_h|_{1,\Omega}^2 \leq a(v_h, v_h) \). We have

\[
\mu |v_h|_{1,\Omega}^2 \leq a(v_h, v_h) - \tilde{a}(v_h, v_h) + \tilde{a}(v_h, v_h) \\
\leq \tilde{a}(v_h, v_h) + |a(v_h, v_h) - \tilde{a}(v_h, v_h)| \\
\leq \tilde{a}(v_h, v_h) + \varepsilon_h d |\hat{v}_h|_{1,\hat{\Omega}}^2 \\
\leq \tilde{a}(v_h, v_h) + \varepsilon_h d \frac{C_0}{c_2} |v_h|_{1,\Omega}^2,
\]

where we used Lemma 10 and the equivalence of \( H^1 \) seminorms (Lemma 9). Consequently,

\[
\left( \mu - \varepsilon_h d \frac{C_0}{c_2} \right) |v_h|_{1,\Omega}^2 \leq \tilde{a}(v_h, v_h).
\]

Since \( \varepsilon_h \to 0 \) as \( h \to 0 \) according to (26), there exists a mesh size \( h^* \in \mathbb{R} \) such that \( \mu - \varepsilon_h d \frac{C_0}{c_2} \geq \mu/2 \) for all \( h \leq h^* \).

The following Corollary establishes the required bound for the first consistency error term in Strang’s lemma.

**Corollary 12.** There exists a constant \( C_2 \), which is independent of \( h \), such that the consistency error bound for the bilinear form (18), which is computed using the approximation operator \( \Pi_h \), satisfies

\[
\sup_{w_h \in V_h} \frac{|a(u_h^*, w_h) - \tilde{a}(u_h^*, w_h)|}{|w_h|_{1,\Omega}} \leq \varepsilon_h C_2 |u^*|_{1,\Omega}.
\]

**Proof.** Consider \( w_h \in V_h \). Using Lemma 10 and the equivalence of \( H^1 \) seminorms gives

\[
|a(u_h^*, w_h) - \tilde{a}(u_h^*, w_h)| \leq \varepsilon_h d |\hat{u}_h|_{1,\hat{\Omega}} |\hat{w}_h|_{1,\hat{\Omega}} \leq \varepsilon_h d \frac{C_0}{c_2} |u_h^*|_{1,\Omega} |w_h|_{1,\Omega}.
\]

Using the fact that \( |u_h^*|_{1,\Omega} \leq |u^*|_{1,\Omega} \) (since \( u_h^* \) is the Galerkin projection of \( u^* \)) and dividing by \( |w_h|_{1,\Omega} \) implies (30).
Finally we arrive at our main result, which is a consequence of the error bound (26), of the previous lemmas and of Strang’s lemma:

**Theorem 13.** When using an interpolation or quasi-interpolation operator $\Pi_h$ which is based on splines of degree $q \geq p - 1$ and which satisfies Assumption 5, the solution $\tilde{u}_h$ of (14) obtained using the method of integration by interpolation and lookup (III) possesses the optimal approximation order $p$ with respect to the $H^1$ seminorm as $h \to 0$.

**Proof.** Strang’s lemma provides an upper bound on the error, which is the sum of discretization and consistency error bounds.

The discretization error in Strang’s lemma is bounded by

$$|u^* - u^*_h|_{1,\Omega} \leq C_3 h^p,$$

where the constant $C_3$ is independent of $h$, see [3]. More precisely, the $H^1$ seminorm of the error has order $p$ when using splines of degree $p$.

According to Corollary 12 and (26), the first consistency error term (30) in Strang’s lemma has order $q + 1$. Similar considerations apply to the second consistency error term in Strang’s lemma. Consequently, the overall error satisfies

$$|u^* - \tilde{u}_h|_{1,\Omega} \leq C_3 h^p + C_A h^{q+1}.$$

Thus choosing $q$ greater or equal to $p - 1$ ensures the optimal order of approximation.

This result is verified computationally in Section 7, see Table 1. However, we observe in our experiments that choosing $q = p - 1$ does not lead to the optimal $L^2$ convergence rate for even degrees, while choosing $q = p$ gives optimal convergence rates both for the $H^1$ seminorm and the $L^2$ norm.

### 6 Complexity analysis

We quantify the asymptotic advantage of the III method in comparison to a typical Gauss quadrature assembly. As before, in order to simplify the analysis, we consider a domain of dimension $d$ and we assume a common degree $p$ for all directions. Further we denote with $n$ the number of basis functions. It is roughly the same as the number of elements, since we consider single interior knots only. We use the $O$ notation to express the asymptotic behavior of the computation time as $p$ and $n$ tend to infinity. The dimension $d$ of the computational domain is considered to be a constant.

In the standard finite element practice, small (e.g. up to cubic) polynomial degrees are used in simulations. Nevertheless, the higher order of convergence achieved when utilizing a moderate but higher degree shall provide the desired level of accuracy with significantly fewer degrees of freedom and can therefore be quite appealing, provided that the computations can be carried out within affordable time. Moreover, if geometries are described using higher degree splines, which is sometimes the case in real-world applications, then it is natural to use splines of the same or higher degree for the isogeometric simulation as well, due to the isoparametric principle. For these reasons it makes sense to perform an analysis of the complexity with respect to the degree.
6.1 IIL method

The IIL method, which is summarized in Algorithm 1, consists of three steps: Building the look-up tables, interpolation of the first factor in the required integrals, and matrix assembly.

Algorithm 6.1: IIL stiffness matrix assembly

\begin{algorithm}
\textbf{Input:} A geometry map $G$ and two uniform B-spline bases of resp. degrees $p$ and $q$.
\textbf{Output:} The stiffness matrix $S$.
\begin{algorithmic}
\State Set $b_0$ equal to $A = | \det J | J^{-1} \hat{K} J^{-T}$ evaluated on the $n$ Greville abscissae;
\For{$i = 1, \ldots, d$}
\State Construct the collocation matrix $C$ of the $i$-th coordinate B-spline basis;
\State Solve $Cb_i = b_{i-1} / \ast$multiple (re-ordered) right-hand sides $\ast /$;
\EndFor
\If{$i \in I$}
\For{$j$ with $\text{supp} T_{i,p} \cap \text{supp} T_{j,p} \neq \emptyset$}
\For{$k$ with $\text{supp} T_{k,q} \cap \text{supp} T_{i,p} \cap \text{supp} T_{j,p} \neq \emptyset$}
\StateEvaluate the $d \times d$ matrix $L^{ijk}$ with entries defined in Eq. (23)
\EndFor
\State $S_{ij} \leftarrow \text{sum} + \tilde{A}_k : L^{ijk} / \ast \ast \ast$ is the Frobenius inner product $\ast /$;
\EndFor
\EndFor
\State \text{return } $S$;
\end{algorithmic}
\end{algorithm}

Building the look-up table is not costly, since the number of entries is $O(p^3)$ for uniform knots. We may assume that this is precomputed and just fetched from a database\(^4\). We use this look-up table to generate the matrices $L^{ijk}$. The algorithm could be accelerated further by precomputing these matrices also; this would require the precomputation of $O(p^{2d})$ matrices.

For the (quasi-) interpolation step, we need to evaluate $A$ on $n$ Greville abscissae. When using de Boor’s algorithm, each evaluation takes $O(p^{d+1})$ time. However, we can exploit the uniformity of the knot vectors and precompute the values of the $(p + 1)^d$ tensor-product B-splines that act on each Greville point. This reduces the complexity of each evaluation to $O(p^d)$.

In order to compute the coefficient matrices $\tilde{A}_k$ by interpolation, we proceed coordinate-wise and consider $d$ univariate interpolation problems of size $n^{1/d}$ with $n^{(d-1)/d}$ right-hand sides each. Creating their matrices for uniform knots takes $O(n^{1/d}p)$ time. We then compute the sparse LU factorizations of these $d$ banded square matrices (with

\(^4\)In the case of non-uniform knots (see Remark 8), a lookup table for each of the $d$ coordinate directions in parameter space can be constructed by Gaussian quadrature. The size of the table is $O(n^{1/d}p^2)$, since we need to store $O(p^2)$ tri-product integral values for each of the $O(n^{1/d})$ B-splines per direction (here we assume to have roughly the same number of knots in all directions). The cost of construction per entry (using $O(p)$ Gauss nodes) is $O(p^2)$, since the support of each B-spline contains $O(p)$ knot spans. If $d > 1$, then these computational costs are negligible in relation to the remaining computations.
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bandwidth $p + 1$ of size $n^{1/d}$. Once these factorizations are available, we can find the coefficient matrices by iterated back substitution with a computational effort of $O(d n^{(d-1)/d} n^{1/d} p) = O(np)$. Alternatively we can compute the coefficient matrices directly by quasi-interpolation, with total computational costs of $O(np^d)$. We will see that the time needed for the interpolation or quasi-interpolation is negligible compared to the overall computational costs, since the time needed for the entire algorithm is dominated by the matrix assembly step.

In the matrix assembly step, based on the coefficient matrices \( \tilde{A}_k \), we use formulas (21) and (23) to construct the entries of the stiffness matrix. The number of operations equals $O(np^{2d})$. That is, for each of the $n$ matrix rows we compute the $O(p^d)$ non-zero matrix entries, and each entry is computed as a sum of $O(p^d)$ terms (in particular $(2p + 1)^d$ in the worst case, see Figure 3). Note that we need to evaluate the $d \times d$ matrix $L_{ijk}$ for each triplet of indices, which requires $d$ multiplications for each element. However, since we consider the dimension $d$ as a constant, this does not have an impact on the overall complexity.

Summing up, we arrive at a total time complexity of order

$O(np^{2d})$.

### 6.2 Gauss quadrature

We consider a typical Gauss assembly with $\varrho^d$ quadrature points per element, see Algorithm 2. The core operation is the computation of the local stiffness matrix of every element. This involves evaluation of the basis functions at $\varrho^d$ Gauss points, with cost $O(p^{d+1})$ per point for de Boor’s recursion and for the evaluation of the geometry factor. Similar to the previous discussion for the IIL method, one may exploit the uniformity of the knots to reduce the total complexity to $O(n \varrho^d p^d)$ by precomputing the values of the $(p + 1)^d$ basis functions on each element on the $\varrho^d$ quadrature points.

Constructing the local element matrix involves $O(p^{2d})$ iteration steps for each quadrature point, since $(p + 1)^d$ basis functions take non-zero values at this point. As the most expensive step of the computation, we need to compute the inverse of the Jacobian matrix, which requires $O(d^3)$ operations. Again, since we consider the dimension $d$ as constant, this does not contribute to the overall computational complexity.

Summing up, the algorithm needs a total time of order

$O(n \varrho^d p^{2d})$.

Note that the dominating term is not caused by the evaluations, but by the accumulation of the quadrature point contributions to the stiffness matrix. This observation implies that precomputing the values of basis functions at the quadrature points (which is clearly possible, as we consider the case of uniform knots), does not have a considerable effect on the asymptotic time. This observation is also reported in [24].

Both for the “full” Gauss quadrature with $p + 1$ nodes and for the reduced version
Algorithm 6.2: Gauss stiffness matrix assembly

**Input**: A geometry map \( G \) and a tensor uniform B-spline basis of degree \( p \).

**Output**: The stiffness matrix \( S \).

1. Initialize matrix \( S \) with zeros;
2. for all elements do
   3. Compute element quadrature points \( x_k \) and weights \( w_k \), \( k = 1, \ldots, (p+1)^d \);
   4. Initialize \( E = 0 \), the local element matrix of size \( (p+1)^d \times (p+1)^d \);
   5. for all quadrature points \( k = 1, \ldots, (p+1)^d \) do
      6. Evaluate \( G \), and \( A = |\det J|J^{-1} \hat{K}J^{-T} \) on the quadrature point \( x_k \);
      7. Evaluate gradients \( \hat{\nabla}T_i(x_k) \) of all active basis functions \( T_i \);
      8. for all \( (p+1)^d \) active functions \( T_r \) on \( x_k \) do
         9. for all \( (p+1)^d \) active functions \( T_s \) on \( x_k \) do
             10. \( E \leftarrow E + \hat{\nabla}T_{r,p}(x_k) A(x_k) \hat{\nabla}T_{s,p}(x_k) \)
      11. Add contributions from \( E \) to \( S \);
12. return \( S \);

with \( p \) nodes, the total complexity reaches

\[
O(np^{3d}).
\]

For small values of \( p \), we do not expect significant savings in time from the IIL method over reduced Gauss quadrature with \( p \) nodes per knot-span. In fact, for the linear case and in any dimension, a reduced quadrature with a single quadrature point suffices to obtain an optimal convergence rate. Similarly, for degrees two and three, we expect a modest gain in the computation time, comparable to the savings obtained by using reduced quadrature rules. However, the gains should become substantial for moderate polynomial degrees, for splines of degree four or higher.

Note that this expectation is not a contradiction to the presented asymptotic time complexity, since constant factors in front of the dominating term, which are hidden in the big-\( O \) notation, come into play when using a small degree. For instance, in both approaches there is certainly an omitted factor of \( d^3 \) which is due to either matrix computations (for Gauss) or look-up operations (for IIL). Clearly, the actual constants are also highly dependent on the implementation. The next section presents several benchmarks, which will confirm both our theoretical observations and the practical efficiency of the IIL method.

7 Implementation and numerical results

We have implemented the proposed method in C++ using the G+Smo library\(^5\). In this section we compare experimental computation times for the stiffness matrix for 2D and 3D problems, using uniform B-spline discretizations of various degrees. Also, we verify the convergence rate of our method.

\(^{5}\) See [http://www.gs.jku.at](http://www.gs.jku.at)
More precisely, we compare the performance of the IIL method (Algorithm 1) against an optimized Gauss quadrature assembly (Algorithm 2). A crucial task is the efficient set-up of the look-up tables, enabling fast access. Look-up queries, together with inner product operations, are the core operation in the IIL assembly procedure, therefore we have taken special care to optimize them. For our experiments we used no parallelization other than the vectorization enhancements present in the CPU. For all the experiments, double precision arithmetic is utilized.

7.1 Test examples

We use two model problems, which are based on the geometries (physical domains) displayed in Figure 5. Both geometries are represented in terms of non-rational B-spline patches. The 2D model problem has the source function

\[ f(x, y) = 2\pi^2 \sin(\pi x) \sin(\pi y) \]

and the known exact solution

\[ u(x, y) = \sin(\pi x) \sin(\pi y) . \]

Similarly, the 3D problem has the source function

\[ f(x, y, z) = 3\pi^2 \sin(\pi x) \sin(\pi y) \sin(\pi z) \]

and known exact solution

\[ u(x, y, z) = \sin(\pi x) \sin(\pi y) \sin(\pi z) . \]

The (inhomogeneous) Dirichlet boundary conditions are obtained by restricting the exact solutions to the boundary curves and surfaces of the physical domains. We use B-spline interpolation at the boundary Greville points to determine the coefficients of the approximate solution along the boundary.

7.2 Convergence rate

In order to verify the convergence rate of the IIL method, we solve the two model problems for spline discretizations of degrees \( p = 2, \ldots, 6 \). For each degree, we test different values of the degree \( q = \max(1, p - 5), \ldots, p \) that is used to interpolate the matrix \( A \). The element size in the parameter domain \([0, 1]^d\) varies between \( h_{\text{min}} = 1.95 \cdot 10^{-3} \) and \( h_{\text{max}} = 2.5 \cdot 10^{-1} \). Consequently, the number \( n \) of degrees of freedom takes values in the range of \( 10^2 \) to \( 2.5 \cdot 10^5 \).

The numerical results for dimension \( d = 2 \) and \( d = 3 \) are reported in Figures 6, 7 and 8, 9, respectively. We analyze both the order of convergence with respect to the \( H^1 \) seminorm (left) and with respect to the \( L^2 \) norm (right). The triangles indicate the experimentally observed rates of convergence. For fine discretizations and large degree we reached the limits of machine precision.
Fig. 5. Tensor B-spline domains for our test problems: A B-spline quarter annulus (left), as well as a B-spline 3D pipe and a slice of it. In both bases, the color distribution represents the exact solution of our model problem.

Table 1
Summary of the experimentally observed convergence rates: For each degree $p$ (rows) and $q$ (columns) we specify the rate of convergence for the $H^1$ seminorm and the $L^2$ norm. Optimal rates are bold.

<table>
<thead>
<tr>
<th>$p \setminus q$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.2</td>
<td>2.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>2.2</td>
<td>3.4</td>
<td>3.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>2.2</td>
<td>4.4</td>
<td>4.4</td>
<td>4.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>2.2</td>
<td>4.4</td>
<td>4.4</td>
<td>5.6</td>
<td>5.6</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>2.2</td>
<td>4.4</td>
<td>4.4</td>
<td>6.6</td>
<td>6.6</td>
<td>6.7</td>
</tr>
</tbody>
</table>

We see that $q = p - 1$ suffices to obtain the optimal rate in the $H^1$ seminorm. This confirms our theoretical results, which were summarized in Theorem 13.

However, for even degree $p$, the observed order of convergence with respect to the $L^2$ norm is not optimal when choosing $q = p - 1$. If we choose $q = p$, then the optimal order is obtained for any degree. Therefore we recommend the use of the same degree $p = q$ for both the discretization and for the interpolation operator. This does not only improve the convergence properties, but it also simplifies the implementation and reduces the size of the look-up table.

We summarize the experimentally obtained convergence rates in Table 1. The combinations of the degrees $p$, $q$ giving optimal rates of convergence with respect to the $L^2$ norm are printed in bold font.

We also performed the same numerical experiments using Gauss quadrature with $p + 1$ nodes per element and obtained results that were virtually identical to those obtained by the IIL method with $q = p$. In order to keep the plots simple, we did not include these additional graphs.
Fig. 6. 2D model problem: Error plots and convergence rates of the IIL method using degrees $p = 2, \ldots, 4$ and $q = 1, \ldots, p$.

7.3 Computation time

We conducted a series of experiments with various polynomial degrees and levels of refinement, both for the 2D and the 3D model problems, and analyzed the behavior of
the computation time of the IIL method with \( p = q \). As reference methods, we used the “full” Gaussian quadrature (with \( q = p + 1 \)) and the “reduced” Gaussian quadrature (with \( q = p \)).

It should be noted that the reported computation times have been obtained using our implementations of these methods in G++Smo. Both implementations (for IIL and Gaussian quadrature) still provide various possibilities for improving their efficiency. Consequently, the absolute values of the computation times have to be considered with care. Nevertheless, we feel that these numbers – in particular their dependencies on degrees, dimensions and numbers of variables – provide useful insights into the properties of the different approaches to stiffness matrix assembly.

First we verified that the time needed to assemble the stiffness matrix grows linearly with the number of degrees of freedom for all methods. Table 2 presents the observed timings for different degrees and \( h \)-refined meshes.

Since we observed a nearly perfect linear scaling with \( n \), we fixed the number of degrees of freedom to approximately \( 10^4 \) and \( 1.5 \cdot 10^4 \) for the 2D and 3D problems in the remaining experiments, respectively.

Figures 10 and 11 present the results of a series of experiments, which help to explore
Fig. 8. 3D model problem: Error plots and convergence rates of the IIL method using different degree $p = 2, \ldots, 4$ and $q = 1, \ldots, p$.

the relation between the computation time and the polynomial degree $p$. In order to analyze the asymptotic behavior, we consider relatively large values of $p$ (up to 15) and we measured the experimentally observed rate of growth (shown by the triangles in the doubly logarithmic plots on the right-hand side). Even though we did not yet
Fig. 9. 3D model problem: Error plots and convergence rates of the IIL method using degree $p = 5, 6$ and $q = 1, \ldots, p$.

Table 2
Assembly times for different polynomial degrees and problem sizes. The time consumed by the IIL method as well as by full Gauss quadrature (GQ) is shown (in seconds).

<table>
<thead>
<tr>
<th>$p$</th>
<th>$2$ (3D)</th>
<th>$3$ (3D)</th>
<th>$4$ (3D)</th>
<th>$5$ (2D)</th>
<th>$6$ (2D)</th>
<th>$7$ (2D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoFs</td>
<td>IIL</td>
<td>GQ</td>
<td>DoFs</td>
<td>IIL</td>
<td>GQ</td>
<td>DoFs</td>
</tr>
<tr>
<td>1000</td>
<td>0.05</td>
<td>0.07</td>
<td>1331</td>
<td>0.37</td>
<td>0.78</td>
<td>1728</td>
</tr>
<tr>
<td>5832</td>
<td>0.39</td>
<td>0.56</td>
<td>6859</td>
<td>2.56</td>
<td>6.28</td>
<td>8000</td>
</tr>
<tr>
<td>39304</td>
<td>3.06</td>
<td>4.55</td>
<td>42875</td>
<td>21.4</td>
<td>51.8</td>
<td>46656</td>
</tr>
<tr>
<td>287496</td>
<td>25.6</td>
<td>36.2</td>
<td>300763</td>
<td>163</td>
<td>439</td>
<td>314432</td>
</tr>
<tr>
<td>4761</td>
<td>0.26</td>
<td>0.99</td>
<td>7396</td>
<td>0.77</td>
<td>3.71</td>
<td>3025</td>
</tr>
<tr>
<td>17689</td>
<td>1</td>
<td>3.91</td>
<td>27556</td>
<td>3.09</td>
<td>15.8</td>
<td>10609</td>
</tr>
<tr>
<td>68121</td>
<td>3.97</td>
<td>15.9</td>
<td>106276</td>
<td>13.6</td>
<td>63.5</td>
<td>39601</td>
</tr>
<tr>
<td>267289</td>
<td>17.1</td>
<td>67.6</td>
<td>417316</td>
<td>50.2</td>
<td>272</td>
<td>152881</td>
</tr>
</tbody>
</table>
reach the asymptotic range, where the rates should tend to 4 (IIL) and 6 (Gauss) for the 2D case, and to 6 (IIL) and 9 (Gauss) for the 3D case, the experimental results support our theoretical predictions regarding the computational complexity. Also, the theoretical predictions did not take the effects of modern hardware (built-in parallelism) into account.

Finally we report the speed-up (i.e., the ratio of the computation times) of the IIL method (shown in red) and of the reduced Gaussian quadrature (shown in blue) with respect to the full Gaussian quadrature in Figure 12, both in the 2D case (left) and in the 3D case (right). For the IIL method, the speed-up varies between 2.2 for $p = 2$ and 28 for $p = 15$ in the 2D case, and between 1.2 for $p = 2$ and 18 for $p = 7$ in the 3D case. In contrast, the speed-up obtained by using the “reduced” Gauss quadrature is significant only for low degrees. Note that this method uses only one evaluation per element for $p = 2$, hence it performs faster than the IIL method in this situation.
Fig. 12. The experimentally observed speedup for various polynomial degrees: 2D model problem (left) and 3D model problem (right).

8 Concluding remarks

We presented the method of Integration by Interpolation and Look-up for the numerical evaluation of the stiffness matrix integrals occurring in isogeometric analysis. It is based on the observation that these integrals share a small number of common factors, which represent the influence of the geometry mapping (i.e., the NURBS domain parameterization) and the contributions of possibly non-constant material coefficients. By applying spline interpolation to the common factors in the occurring integrals, we were able to transform them into integrals of piecewise polynomial functions. Their integrands are expressed in tensor-product B-spline form. Consequently, in the case of uniform spline discretizations, these integrals can be evaluated exactly and efficiently using pre-computed look-up tables for integrals of tri-products of univariate B-splines and their derivatives.

We performed a theoretical analysis in the case of elliptic problems. We showed that the IIL method maintains the overall approximation order of the Galerkin discretization, provided that the spline interpolation is sufficiently accurate. In addition we analyzed the computational complexity of our method and compared it with the standard Gauss quadrature method. In order to support these theoretical results, we conducted a series of numerical experiments which verify the findings in the paper.

Future work will concentrate on several issues related to the IIL method.

First, we will explore the extension of the IIL approach to the case of non-uniform knot vectors and to hierarchical splines [18,25,28,34]. On the one hand, symbolic techniques for evaluating integrals could allow for extension to the non-uniform case. There are intriguing connections between spline integrals and combinatorial quantities such as the Euler numbers (see [26] for a related discussion). On the other hand, imposing certain restrictions on the size of the knot spans (e.g., by requiring that the length of adjacent knot spans varies by factors 0.5, 1 and 2 only) and using restricted domain hierarchies for hierarchical spline spaces should lead to computationally efficient integration methods also in these cases, possibly requiring extended look-up tables.
Second, we observed that our current implementation does not provide substantial advantages for low polynomial degrees 2 and 3, which are quite popular in applications. We are currently exploring several options for accelerating our code, including increasing the number of pre-computed values in the look-up tables (such as pre-computing the entire matrices $L^{ijk}$ defined in (23) instead of re-assembling it on the fly).

Third, we plan to extend the IIL approach to other types of splines, such as box-splines. These splines are closely related to certain classes of subdivision surfaces (in particular Loop and Catmull-Clark subdivision surfaces), which are increasingly important in isogeometric analysis, due to their built-in topological flexibility and their widespread use in Computer Graphics [12].

Fourth, throughout this paper we have assumed a smooth, well behaved geometry mapping. In the presence of severe distortions (or even singularities) in the mapping, a more careful analysis should be carried out and the use of adaptive quadrature methods will be in order. Adaptive generalizations of the IIL method are therefore of interest.
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