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Abstract

In this paper we propose a derivative-free iterative method for the approximate solution of a nonlinear inverse problem \( Fx = y \). In this method the iterations are defined as \( Gx_{k+1} = Gx_k + (Sy - SFx_k) \), where \( G \) is an easily invertible operator and \( S \) is an operator from a data space to a solution space. We give general suggestions for the choice of operators \( G \) and \( S \) and show a practically relevant example of an inverse problem where such a method is successively applied. We carry out analysis of the proposed method for linear inverse problems. Using the recently introduced balancing principle we construct a stopping rule. Under reasonable assumptions, we show that this stopping rule leads to the regularization algorithm. Numerical results for a test example show its satisfactory behavior.
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1 Introduction

A nonlinear inverse problem is often represented in the form of an operator equation

\[ Fx = y \]  

(1)

with a nonlinear forward operator \( F \) acting between a solution space \( X \) and a data space \( Y \), which are assumed to be normed. A standard method for an approximate solution of (1) is Newton’s method that is applicable to problems with Fréchet differentiable forward operators. In this method the following iterative procedure is considered:

\[ x_{k+1} = x_k + (F'x_k)^{-1}(y - Fx_k), \]

(2)

where \( F'x_k : X \rightarrow Y \) is the Fréchet derivative of \( F \) at \( x_k \).

In the context of ill-posed inverse problems special care must be taken in using (2). In such problems the inverse of the operator \( F \) as well as of its derivative \( F'x_k \) is usually not continuous and is not defined on the whole data space \( Y \). Then typically for some idealized data \( y \in R(F) \) equation (1) has a unique solution \( \hat{x} = \hat{x}(y) \). However for noisy data \( y_\delta \in Y \) coming from real measurements equation (1) may have no solution or its solution may be far away from \( \hat{x} \). In this case special techniques, called regularization, are needed [6].

There is substantial literature devoted to regularized versions of Newton’s method, e.g. [1, 3, 7, 13, 5, 12]. A big disadvantage of (2) is the necessity to use Fréchet derivatives. First, its construction can be quite difficult; and secondly, its iterative update and inversion are usually very time consuming operations. Thus, the development of derivative-free methods is of interest.

In this paper, we propose an iterative method that is based on rewriting equation (1) in the form of a fixed-point equation. Such a method does not use the Fréchet derivative and is easily implementable.

The paper is organized as follows. In Section 2 we introduce a general fixed-point iteration for nonlinear inverse problems and demonstrate its application to a practically relevant example. Then, in Section 3, we consider the behavior of the proposed fixed-point iterative process for linear inverse problems. Using the recently proposed balancing principle, we construct a stopping rule, which, as mentioned in Section 2, is needed when iterative processes are applied for noisy data. Under some assumptions motivated by numerical experience, we show that this stopping rule leads to the regularization algorithm. In Section 4 we present numerical results obtained by the proposed iterative process applied to the nonlinear inverse problem from Section 2 with noise-free data. We also test the numerical performance of the derived stopping rule on the example of a linear integral equation with noisy data. Finally, we finish with conclusions and an outlook.

2 Fixed-point iteration for nonlinear problems

In the case when the data space coincides with the solution space, equation (1) can be written in a form suggesting a solution method based on the fixed-point iteration

\[ x_{k+1} = x_k + s(y - Fx_k), \quad s > 0. \]

(3)

If \( F \) is Lipschitz continuous and strongly monotone, then it is possible to choose \( s \) such that (3) converges to the solution of (1) (see, e.g., Zarantonello’s theorem in [14, p. 54]).

For ill-posed inverse problems strong monotonicity of operator \( F \) can not be guaranteed. For just monotone operators a modification of (3) that guarantees convergence is proposed in [2]. However, satisfactory behavior of (3) is frequently observed in situations when no theoretical justification of the convergence is available. Moreover, the notable simplicity of (3) makes it very attractive for practical applications. Observe also that (3) can be modified for operator \( F \) acting between different function spaces. Namely, introducing a scaling operator \( S : Y \rightarrow X \) one can use a generalized version of (3):

\[ x_{k+1} = x_k + (Sy - SFx_k), \quad k = 0, 1, \ldots \]

(4)

For better convergence properties the introduction of an easily invertible operator \( G : X \rightarrow X \) that modifies (4) as

\[ Gx_{k+1} = Gx_k + (Sy - SFx_k), \quad k = 0, 1, \ldots \]

(5)
may be necessary. If \( G = SF \), then independently of the initial guess \( x_0 \) the first iteration \( x_1 \) will already give us the solution of the original equation (1). But in most cases such \( G \) will not be easily invertible. Thus, a general suggestion might be \( G \approx SF \). For this reason we call \( G \) the approximating operator.

**Remark 1.** We would like to point out that for linear approximating operators the iterative process (5) can be transformed to (4).

**Example 1.** In cooling processes of hot bodies, for example glass, the knowledge of the inside temperature is important. However, its direct measurement is usually very difficult, and therefore one tries to obtain it from other measurable quantities. In spectral pyrometry such a quantity is the radiation intensity measured on the surface of the cooling body. The problem of recovering the temperature from the radiation intensity can be represented in the form (1) [4]. We consider a particular case of this problem under the following assumptions:

- The body is a flat glass, and the temperature \( x(z) \) is a function of thickness \( z \in [0,1] \).
- The surface corresponding to \( z = 1 \) is the black surface.

Then, temperature \( x(z) \) satisfies the equation

\[
\int_0^1 \frac{K(\lambda, z)B(x(z), \lambda)}{\lambda}dz = y(\lambda), \quad \lambda \in [\lambda_1, \lambda_2],
\]

where \( \lambda \) is the radiation wavelength, \([\lambda_1, \lambda_2]\) is the wavelength region where the radiation intensity is measured, \( K(\lambda, z) = \exp(-\kappa(\lambda)z) \), \( \kappa(\lambda) > 0 \) is the material characteristic called the absorption coefficient, \( B(x, \lambda) = [\lambda^2(\exp((x\lambda)^{-1}) - 1)]^{-1} \) is the scaled Planck function, \( y(\lambda) \) is the function obtained from the outgoing radiation intensity at \( z = 0 \). For the description of modeling details we refer to [4].

A natural choice for the solution and data space is \( X = L^2(0,1) \), \( Y = L^2(\lambda_1, \lambda_2) \). Then, the scaling operator can be chosen as

\[
S : y(\lambda) \mapsto y(\varphi^{-1}(\lambda)),
\]

where \( \varphi : [\lambda_1, \lambda_2] \to [0,1] \) is some monotone function. We will consider the following form of \( \varphi \):

\[
\varphi(\lambda) = \left( \frac{\lambda_2 - \lambda}{\lambda_2 - \lambda_1} \right)^p, \quad p > 0.
\]

Thus,

\[
SFx(z') = \int_0^1 \tilde{K}(z', z)\tilde{B}(x(z), z')dz,
\]

where \( z' = \varphi(\lambda) \), \( \tilde{K}(z', z) := K(\varphi^{-1}(z'), z) \), \( \tilde{B}(x, z') := B(x, \varphi^{-1}(z')) \).

As approximating operator we propose to take

\[
Gx(z') := \tilde{B}(x(z'), z')\int_0^1 \tilde{K}(z', z)dz.
\]

It can be easily seen that

\[
Gx(z') = SFx(z') \quad \text{for} \quad x(z) \equiv \text{const}.
\]

Successful performance of the numerical realization of (5) with the proposed scaling and approximating operators is demonstrated in Section 4.1.

**Remark 2.** The choice of \( \varphi \) in (7) can be motivated by the following considerations. The materials are usually more transparent for the waves with small wavelength \( \lambda \) (\( \kappa(\lambda) \to 0 \) as \( \lambda \to 0 \)), and are almost opaque for the waves with large wavelength \( \lambda \) (\( \kappa(\lambda) \to \infty \) as \( \lambda \to \infty \)). Therefore, one may expect to get the information about the temperature \( x(z) \) in the remote points from the measurement cite \( z \) close to 1) using the values of the intensity \( y \) for small \( \lambda \); and vise versa, the information in the points nearest to the measurement cite \( z \) close to 0) using the values of the intensity \( y \) for large \( \lambda \). This suggests to consider the monotone functions in (6) satisfying \( \varphi(\lambda_1) = 1, \varphi(\lambda_2) = 0 \).
At this point it is worth to note that a theoretical justification of the convergence for a concrete problem is a very difficult analytical task. In any way, such a convergence can be only expected for the noise-free data, i.e. for \( y \in R(F) \). However, as already mentioned, in practice only noisy data \( y_\delta \) are available that in general do not belong to \( R(F) \). Thus, apart from the question of convergence of (5) for noise-free data, another practically relevant question arises: what is the behavior of the iterative process (5) for noisy data?

Iterative processes for inverse and ill-posed problems usually diverge for the noisy data. The same behavior can be expected for (5). Therefore, the design of reliable stopping rules is of big importance and interest. As the first step in understanding the behavior of (5) for noisy data, we are going to study the application of (5) to linear inverse problems.

3 Analysis for linear problems

Consider a linear inverse problem

\[
Kx = y
\]  

(9)

with a linear forward operator \( K : X \rightarrow Y \). We assume that \( K \) is injective and has nonclosed range \( R(K) \subset Y \). Then, for every \( y \in R(K) \) equation (9) has the unique solution \( \hat{x} = \hat{x}(y) \). For linear problems it is reasonable to look for linear approximating and scaling operators. Then, according to Remark 1 it is sufficient to consider the iterative process (4).

**Assumption 1.** For every initial guess \( x_0 \) and for every \( y \in R(K) \), the iterative process

\[
x_{k+1} = x_k + (Sy - SKx_k), \quad k = 0, 1, \ldots
\]  

(10)

converges to the corresponding solution \( \hat{x} \) of (9).

**Remark 3.** The well-known Landweber iteration

\[
x_{k+1} = x_k + K^*(y - Kx_k)
\]  

(11)

can be interpreted as a fixed-point iteration (10) with the scaling operator \( S = K^* \). The usage of the adjoint operator was essential for proving the convergence of (11) because tools from spectral theory were used (see [6, Theorem 6.1]). Such tools cannot be employed for other scaling operators. The clear advantage of (10) is the possibility to use scaling operators which are much simpler than \( K^* \), such as (6). However, in this case a verification of Assumption 1 becomes problematic.

**Example 2.** Consider the linear forward operator

\[
Kx = \int_0^1 K(\lambda, z)x(z)dz, \quad \lambda \in [\lambda_1, \lambda_2]
\]

with \( K(\lambda, z) = \exp(-\kappa(\lambda)z) \) and \( \kappa(\lambda) \) is defined in Example 1. It is a linear part of the operator from Example 1. Numerical experience shows that with the scaling operator defined by (6),(7) the discretized version of (10) is convergent with \( p > 1 \).

Assume that instead of \( Sy \) we are given noisy data \( Sy_\delta \) such that

\[
\|Sy - Sy_\delta\| \leq \delta.
\]

Therefore,

\[
Sy - Sy_\delta = \delta \xi,
\]

where \( \xi \in X \) is such that \( \|\xi\| \leq 1 \). We are interested in the behavior of the iterative process (10) with the noisy data

\[
x_0^\delta = x_0,
\]

\[
x_{k+1}^\delta = x_k^\delta + (Sy_\delta - SKx_k^\delta), \quad k = 0, 1, \ldots
\]  

(12)

Consider the following estimate of the iteration error

\[
\|\hat{x} - x_k^\delta\| \leq \|\hat{x} - x_k\| + \|x_k - x_k^\delta\|.
\]  

(13)
Estimates of this type are frequently used in the analysis of regularization methods. The first term \( \| \hat{x} - x_k \| \) converges to zero, as \( k \to \infty \), due to Assumption 1. Then, it is natural to assume that there exists a strictly monotone decreasing function \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) with \( \lim_{t \to +\infty} \psi(t) = 0 \) such that
\[
\| \hat{x} - x_k \| \leq \psi(k), \quad k = 0, 1, \ldots
\]

Let us denote \( z_k^\delta := x_k - x_k^\delta \). Then \( z_k^\delta \) satisfies
\[
z_k^\delta = 0,
\]
\[
z_{k+1}^\delta = z_k^\delta + (\delta \xi - SKz_k^\delta), \quad k = 0, 1, \ldots
\]
Hence, the behavior of \( z_k^\delta \) is independent of the solution \( \hat{x} \). Due to the linearity of \( SK \) it can be expressed as
\[
z_k^\delta = \delta \sum_{i=0}^{k-1} (I - SK)^i \xi = \delta z_k^1.
\]
Thus, it is sufficient to study \( z_k^1 \).

In general, the analytical derivation of an estimate for \( \| z_k^1 \| \) is as stubborn as a convergence justification for (10) (see Remark 3). Therefore, in practice it seems to be reasonable to study the behavior of \( \| z_k^1 \| \) numerically. To this end one looks at the behavior of
\[
\| z_k^1 \| = \left\| \sum_{i=0}^{k-1} (I - SK)^i \xi \right\|, \quad k = 1, 2, \ldots
\]
for a random realization \( \xi_j \) and tries to find a consistency in its behavior.

We are going to illustrate this approach for the operator considered in Example 2. The values for \( \lambda_1, \lambda_2, p \) are taken from Table 1. Details of the random simulation of the scaled noise element are presented in Section A.2.

A typical behavior of \( \| z_{k,j}^1 \| \) for some random scaled noise element \( \xi_j \) is presented in Figure 1(a). One observes that
\[
\| z_{k,j}^1 \| \leq \gamma_j k,
\]
where \( \gamma_j \) is a random variable. The variation of this variable with the number of random realization \( j \) is presented in Figure 1(b). This figure can be easily used for estimating an upper bound of \( \gamma_j \) and motivates the following assumption:

**Assumption 2.** There is a constant \( \gamma > 0 \) such that
\[
\| z_k^1 \| \leq \gamma k, \quad k = 0, 1, \ldots
\]

Thus, under Assumptions 1 and 2 the triangle inequality (13) gives the error bound
\[
\| \hat{x} - x_k^\delta \| \leq \psi(k) + \delta \gamma k
\]
(14)
that can be used to design an appropriate stopping rule. In the regularization theory [6], a stopping rule is represented by a map $k : (R^+, Y) \rightarrow Z^+$ that satisfies the condition

$$\|\hat{x} - x^\delta_{(k(\delta,y))}\| \to 0 \quad \text{as} \quad \delta \to 0. \quad (15)$$

It can be easily seen that the choice of $k$ balancing the terms in (14) as

$$k^*(r) = k^*_r(\delta,y) := \min\{k : \psi(k) \leq \tau\delta\gamma k\}, \quad \tau > 0$$

satisfies (15). Moreover, it is possible to indicate the convergence rate that is independent of $\tau$.

Denote $\theta_\psi(t) := \psi(t)/t$.

**Lemma 1.** If the iterative process (3) is stopped by the stopping rule (16), then the following estimate for the iteration error holds true:

$$\|\hat{x} - x^\delta_{(k^*_\psi)}\| \leq c\psi(\theta_\psi^{-1}(\delta)), \quad \delta < \delta_0,$$

where $c > 0$ is some constant independent of $\delta$, and $\delta_0 > 0$ is an arbitrary but fixed upper bound for the noise level.

**Proof.** Let us introduce $t_\ast > 0$ and $t^*_r > 0$ satisfying

$$\psi(t_\ast) = \delta t_\ast,$$

$$\psi(t^*_r) = \delta(\gamma t^*_r).$$

Since $t^*_r \geq \theta_\psi^{-1}(\tau\delta_0\gamma) > 0$, there is a constant $c^*_r > 1$ independet of $\delta$ such that

$$t^*_r + 1 \leq c^*_r t^*_r. \quad (18)$$

From (16) it follows that

$$t^*_r \leq k^*_r \leq t^*_r + 1. \quad (19)$$

Then, by (18),(19) and the monotonicity of $\psi$ we get

$$\|\hat{x} - x^\delta_{(k^*_\psi)}\| \leq \psi(k^*_r) + (\delta\gamma)k^*_r$$

$$\leq \psi(t^*_r) + (\delta\gamma)(t^*_r + 1)$$

$$\leq \psi(t^*_r) + c^*_r(\delta\gamma)t^*_r.$$  

If $\tau\gamma < 1$, then $t_\ast < t^*_r$, and we have

$$\|\hat{x} - x^\delta_{(k^*_\psi)}\| \leq \left(1 + \frac{c^*_r}{\tau}\right) \psi(t^*_r)$$

$$< \left(1 + \frac{c^*_r}{\tau}\right) \psi(t_\ast) = \left(1 + \frac{c^*_r}{\tau}\right) \psi(\theta_\psi^{-1}(\delta));$$

otherwise, if $\tau\gamma \geq 1$, then $t_\ast \geq t^*_r$, and we have

$$\|\hat{x} - x^\delta_{(k^*_\psi)}\| \leq \left(\tau + c^*_r\right) \gamma t^*_r$$

$$\leq \left(\tau + c^*_r\right) \gamma t_\ast = \left(\tau + c^*_r\right) \gamma \psi(\theta_\psi^{-1}(\delta)).$$

**Remark 4.** From the proof it follows that

$$\delta k^*_r \leq c\psi(\theta_\psi^{-1}(\delta)), \quad \delta < \delta_0,$$

where $c > 0$ is some constant independent of $\delta$, and $\delta_0 > 0$ is an upper bound for the noise level.
Note, the stopping rule (16) can seldomly be used in practice because the function $\psi$ depends on the unknown solution and is rarely available. Using the recently introduced balancing principle [9, 10, 8], it is possible to design a stopping rule that does not use the function $\psi$ but nevertheless leads to the convergence rate (17).

**Theorem 1.** Let Assumptions 1 and 2 hold true and $x^\delta_k$ be the sequence generated by the iterative process (10). Then, the iteration error produced by the following stopping rule:

$$k_{bp} = k_{bp}(\delta, y) := \min\{k : \|x^\delta_k - x^\delta_m\| \leq \tau_{bp}\delta\gamma(k + m), (k + 1) \leq m \leq k_{max}(\delta)\},$$

where $\tau_{bp} > 1$ and $k_{max}(\delta) > k_{max}(\tau_{bp} - 1)$, is estimated as

$$\|\hat{x} - x^\delta_{k_{bp}}\| \leq c\psi(\theta^{-1}_\psi(\delta)), \quad \delta < \delta_0,$$

where $c > 0$ is some constant independent of $\delta$, and $\delta_0 > 0$ is an arbitrary but fixed upper bound for the noise level.

**Proof.** We will use ideas from the proof of Theorem 2.1 in [10]. First of all, observe that, using estimate (14) and definition of $k_{max}(\tau_{bp} - 1)$ by (16), for all $k, m \geq k_{max}(\tau_{bp} - 1)$ we have

$$\|x^\delta_k - x^\delta_m\| \leq \|\hat{x} - x^\delta_k\| + \|\hat{x} - x^\delta_m\| \leq \psi(k) + \delta\gamma k + \psi(m) + \delta\gamma m \leq \tau_{bp}\delta\gamma(k + m).$$

This implies

$$k_{bp} \leq k_{max}(\tau_{bp} - 1).$$

Finally,

$$\|\hat{x} - x^\delta_{k_{bp}}\| \leq \|\hat{x} - x^\delta_{k_{max}(\tau_{bp} - 1)}\| + \|x^\delta_{k_{max}(\tau_{bp} - 1)} - x^\delta_{k_{bp}}\| \leq c_1\psi(\theta^{-1}_\psi(\delta)) + 2\tau_{bp}\delta\gamma k_{max}(\tau_{bp} - 1) \leq (c_1 + 2\tau_{bp}\gamma c_2)\psi(\theta^{-1}_\psi(\delta)),$$

where $c_1 > 0$ is the constant from Lemma 1, and $c_2 > 0$ is the constant from Remark 4.

**Remark 5.** We would like to point out that if an a priori bound $\psi(k) \leq c$, $k = 0, 1, \ldots$ is available, then $k_{max}(\delta)$ can be choosen as

$$k_{max}(\delta) = \left[\frac{c}{\delta\gamma(\tau_{bp} - 1)}\right] + 1.$$

In regularization theory there is another well-known stopping rule, the so-called **discrepancy principle**. According to this principle, the iterative process is stopped at

$$k_{dp} := \min\{k : \|Sy - SKx^\delta_k\| \leq \tau_{dp}\delta\},$$

where $\tau_{dp} > 0$ is a tuning parameter. We are going to compare the practical performance of the considered principles, however it should be pointed out that at the moment there is no rigorous justification of the discrepancy principle in the presented framework.

### 4 Numerical results

Details of the numerical realization of (5) can be found in Appendix A.1. Below we present results of application of the proposed method to operators from Examples 1 and 2.
Table 1: Values of the involved parameters considered in Section 4.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$p$</th>
<th>$\tau_{bp}$</th>
<th>$\tau_{dp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>nonlinear problem</td>
<td>0.2</td>
<td>1.2</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>linear problem</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>1.1</td>
<td>2</td>
</tr>
</tbody>
</table>

4.1 Application to the nonlinear inverse problem with noise-free data

We take the absorption coefficient as

$$\kappa(\lambda) = \frac{1}{8} \lambda^3 - \frac{9}{8} \lambda^2 + 3\lambda,$$

which is relevant to practical applications. The values of the parameters in (7) are taken from Table 1. In Figure 2 we show the results of numerical experiments with two solutions

$$\hat{x}_1(z) = 0.6 + 0.1z,$$
$$\hat{x}_2(z) = 0.7 - 0.1(z - 1)^2,$$

as well as the iteration history. In both cases the initial guess is $x_0(z) \equiv 0.6$, and exact values of the right hand side $y$ are used. One observes rather fast and accurate reconstruction.

![Figure 2: Experiments with two different solutions.](image)

4.2 Application to the linear inverse problem with noisy data

Consider now the linear forward operator from Example 2. The function $\kappa(\lambda)$ is taken as in (22). We test the numerical performance of the iterative process (3) with the stopping rules (20) and (21). The values of the involved parameters are given in Table 1.

We present the numerical results for the following exact solutions:

$$\hat{x}_1(z) = z,$$
$$\hat{x}_2(z) = 4(z - z^2).$$
\[ \delta = 0.01 \]

\[ \delta = 0.001 \]

\[ \text{Figure 3: Numerical results for profile (23). Typical reconstructions obtained by the balancing principle (20). Mean values and standard deviations of the reconstruction errors of different stopping rules for 100 independent random realizations of the noisy data (BP – balancing principle (20), DP – discrepancy principle (21), BEST – stopping rule with the smallest error (25)).} \]

The following noise levels are taken: 0.01, 0.001.

Typical reconstructions obtained with the balancing principle (20) are shown in Figures 3 and 4. Comparison of the mean values and standard deviations of the reconstruction errors produced by the balancing principle, discrepancy principle, and by the stopping rule that gives the smallest error, i.e.

\[ k_{\text{best}} := \arg\min \{ \| \hat{x} - x_k \|, \ k = 0, \ldots, k_{\text{max}} \}, \]

for 100 independent realizations of the noisy data are presented in the tables of Figures 3 and 4.

Both stopping rules (20) and (21) show satisfactory behavior, although a theoretical justification is at the moment only available for the balancing principle (20).

5 Conclusions and outlook

In this paper we introduced a general derivative-free fixed-point iterative method for the approximate solution of nonlinear inverse problems. Its regularization properties were studied for linear problems. Using the recently introduced balancing principle, we constructed a stopping rule and, under assumptions derived from the numerical experience, proved that it leads to the regularization method. Numerical results for a test example show its satisfactory behavior. We would like to note that the idea of representing the nonlinear inverse problem as a fixed-point equation in order to avoid the usage of the Fréchet derivative was also used in [11]. The resulting iterative process in [11] required to solve an ill-posed equation on each iteration, while each iteration step in the method proposed here is well-posed and much easily realizable. However, the overall iterative process in [11] was stable, i.e. the iteration error did not explode with the increase of the iteration number. Therefore, in contrast to the method considered here, the choice of the stopping rule was not crucial. The comparison of the methods with respect to the reconstruction quality and computing time is of interest. Other issues for the future research can be indicated:

- theoretical justification of the discrepancy principle for the introduced iterative scheme;
- more extensive numerical and analytical comparison of the balancing principle with the discrepancy principle;
- theoretical and numerical study of the proposed iterative method for nonlinear problems.
Figure 4: Numerical results for profile (24). Typical reconstructions obtained by the balancing principle (20). Mean values and standard deviations of the reconstruction errors of different stopping rules for 100 independent random realizations of the noisy data (BP – balancing principle (20), DP – discrepancy principle (21), BEST – stopping rule with the smallest error (25)).
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A Appendix

A.1 Numerical approximation of the forward operators

The operators considered in Examples 1 and 2 are particular cases of a general nonlinear integral operator

$$F(x(z)) = \int_{0}^{1} L(z', z, x(z)) dz.$$ 

We realize their numerical approximations as follows:

- the domain $[0,1]$ for variables $z,z'$ is discretized by an equidistant grid with $n$ points;
- the integral $\int_{0}^{1} L(z', z, x(z)) dz$ at each grid point $z'$ is approximated by trapezoidal rule.

All presented numerical results were done with $n = 101$.

A.2 Generation of the noisy data

The noise free data were obtained by computing on the grid with $n = 1001$. Noisy data were obtained by projecting noise free data on the computational grid and then adding noise element $\delta \xi$. Below we describe the random realization of the scaled noise element.

First, we consider a piecewise linear spline $\xi'$ with knots on the computational grid and with values in the knots to be the random variable uniformly distributed on $[-1,1]$. It is clear that $\|\xi'\| \leq 1$. In Figure 5 the norms of 100 random realizations of $\xi'$ are depicted, from which we may conclude that the norm of $\xi'$ can be estimated by a smaller constant. In our numerical experiments we assume that

$$\|\xi'\| \leq 0.54 =: \tau'.$$

Then, the scaled noise element is

$$\xi = \frac{\xi'}{\tau'}.$$ 

![Figure 5: Variation of the norm $||\xi'||$.](image)
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